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Today, Together

- Why grid computing
 A success story: the grid for the LHC

- Other Grids

- Behind the scenes
 Technical details

- Going forward
 Standards, simplicity, clouds

- Accessing the grid
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● Before 2011: experimental particle physicist (colliders)

                 Detector in US, Chicago, ppbar collider Tevatron  √s = 2 TeV
                 - calorimetry, simulation, SUSY search

                 Detector at CERN, Geneva, pp collider LHC √s = 14 TeV
                 - calorimetry, non standard Higgs boson search
                 - responsible for the ATLAS computing activities in a major centre (T1)

● Since 2011: Research engineer in computing at IN2P3 (National Institute for Nuclear
and Particle Physics in France), part of CNRS (National Centre for Scientific Research)

   - Grid computing
               - Application porting
    - Technical coordination LCG-France

A few words on the speaker
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Why grid computing ?
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The Higgs boson could be produced in the collision of two protons

Two protons collide

Time

Two gluons (constituents
Of the protons) do fusion
and a Higgs boson
gets created

The Higgs decays
instantaneously in a W
boson pair (which decay
themselves further)

The stable particles 
in the final state (here e, ν) 
get to the detector 

Searching for the Higgs
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●

●

pp

In practice
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● Bunch crossing: 40 MHz
– 100 000 CDs written / s
– Distance (moon-earth) /3 months

 
● Expensive to store
● Difficult to share
● Long to analyse

● But: all events do not carry the same 
interest for physics

● First selection at the experiment 
level before storage
– Trigger (very fast electronic and 

algorithms)

Event production rate at the LHC
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● Let's do a quick calculation

– Each experiment stores ~100 events /s

– Each event counts for ~1-2 MB

→ several PB of data produced per year and per experiment

– equivalent to 600 000 DVDs movies produced per 
experiment and per year

Ballon

Pile de CD par an 
de données LHC

Mt. Blanc

Concorde

 30 km

~20 km

 15 km

  5 km

1 MB
1 digital picture
1 dictionnaire
1 CD = 650 MB

1 GB = 1000 MB
5GB = 1 DVD movie

1TB = 1000 GB
Livres produits par an

1PB = 1000 TB
Production par an de
1 expérience LHC

1 EB = 1000 PB
Production mondiale
 d'information en  1 an

Enormous amount of data
to analyse and to store;

No single computing centre 
could manage it alone.

Quantity of stored data
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● Data are organised in “events”
– A “picture” of a collision
– With millions of sensors 

● Each event is independent from other events
– And it is quite small

● Algorithms process events one by one

“Events”
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Raw data

101100 101011 010001 
110111 001011 001100
100001 111100 100110 
110101 110011 100101
001010 101000 001010
111001 100101 000011
010111 001001 010100
100010 010100 101111
100100 101001 001010
000010 100101 111001

 

Stored on tape 
at CERN

Pixels → yes/no
Calo → voltage
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How do we look into data

Reconstruction
● Hits → tracks
● 1-3 times a year
● improved Calibration

Object Identification
● Known interactions

Analysis of reconstructed events
● Event selection
● 10 times a day 

1) RAW: raw data
● Signal from detector channels

2) E.S.D.: “event summary data”
● Object lists and channel details
● Detail studies of detector 

performances

3) A.O.D.: “analysis object data” 
● List of physics object 
● Useful for the further selection

of interesting events

n) ntuples: format plat
● Used to do the “final plot”
● Structure: same as AOD
● Keep part of events / objects

Size/event              Data Format                                        Processing step

~1.6 MB

~0.8 MB

~0.2 MB

~0.01 MB
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Interpreting data

In other words:

Compare the data 
 with a model (MS).

● Agreement data/simulation
  (understanding of the detector)

● Find deviations
  (discovery of new phenomena)

Getting results from an experiment: no way without simulation !
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Simulation of RAW data

Three ingredients :
1) “Physics” modelisation (collisions, hard process, ...)
2) Particle/matter interactions in the detector layout
3) Signals transmitted by the detector

101100 101011 010001 
110111 001011 001100
100001 111100 100110 
110101 110011 100101
001010 101000 001010
111001 100101 000011
010111 001001 010100
100010 010100 101111
100100 101001 001010
000010 100101 111001

RAW !Theory
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Summary

101100 010001 
110111 001100
111100 100110 
110101 110011
001010 001010
100101 000011
010111 010100

Simulation

Final analysis
(n times / day)

Reconstruction

101100 010001 
110111 001100
111100 100110 
110101 110011
001010 001010
100101 000011
010111 010100

Centralised operationsCentralised operations group/individualgroup/individual

Identification
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A new order of magnitude

High number of High number of 
eventsevents

Complex Complex 
algorithmsalgorithms

Complex Complex 
detectorsdetectors

Large distributedLarge distributed
communitycommunity

~3000 physicists
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● No new concepts, but new orders of magnitude
→ one single site could not do all the computing alone

(e.g. resources, cooling, money)

● Though,
− Computing centers already existing worldwide

● Often shares between several communities
− Founding is provided locally
− Concepts of grid computing fits to the HEP model

● Authentication / trust / solutions for heterogeneity

→ decision (technical & political) to build a grid infrastructure for the LHC computing

● Share of resources from several units for a common goal

A new Challenge

W
o

rk
lo

a
d 

m
a

n
a

ge
r FR

AUS

US

user
sites

Term taken from the 
“electric power grid”
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Building WLCG
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The Grid: 1998 and 2003 (2nd Ed.)
Grid is used by analogy with the electric power grid…
has had a dramatic impact on human capabilities…

Grid Computing concepts

● Coordination of resources not centrally managed

● Use of standards protocols

● Access rights

Catalyser: development of high rate and extended networks (GEANT in 2000) 
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A few words about history
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Source : http://wlcg-public.web.cern.ch/
WLCG sites

Resources :
> 350 000 cores
~ 700 PB

- 4 LHC experiments
- 170 sites
- 42 countries
- dedicated links

Sites around the world
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   Sites hierarchy 
Tier0 (CERN):
- Raw data storage
- Initial reco pass
- Data distribution

Tier-1:
- Permanent storage
- Subsequent reco passes

Tier-2:
- Simulation
- End user analysis

In addition (end user analysis):
- Tier-3
- Local clusters

Local
cluster 

PC
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Data flow

T0  at CERN
- First pass processing
- Storage (data flow ~300 MB/s)
- Transfer data to T1s

Computing center

T1s
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CERN tape writes

CERN tape 
writes

June-July 2016: 
> 500 TB per day

2016 data acquired
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LHC Optical Private Network (T0-T1)
Agreements to provide
back-up links between T1s
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LHC Optical Private Network (T0-T1)
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In Europe                                              

https://www.geant.org/
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Connect to the world

Wigner Institute (Budapest)
3 x 100 Gbps connectivity
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Upgrading the network

Wigner Institute (Budapest)
2x100 Gbps connectivity

LPSC site, a WLCG Tier-2, serves ALICE and ATLAS
Network upgrade from 700Mb/s to 5Gb/s

ATLAS T1s → LPSC LPSC → ATLAS T1s
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Global transfers

Data transfer rates > 40 GB/s

Regular transfers of > 80 PB/month
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CPU delivered    

CMS

Feb. 2013
End Run 1Oct. 2009

LHC starts
Ref : 
http://accounting.egi.eu/

May 2015
Start run 2
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   Sites hierarchy 
Tier0 (CERN):
- Raw data storage
- Initial reco pass
- Data distribution

Tier-1:
- Permanent storage
- Subsequent reco passes

Tier-2:
- Simulation
- End user analysis

In addition (end user analysis):
- Tier-3
- Local clusters

Local
cluster 

PC
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Memorandum of Under-
standing between CERN 
and the institutions 
participating in WLCG

(CERN-C-RRB-2005-1/ 
Rev. April 2009)

MoU requirements

T1 centres

Only an extract !
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MoU requirements

T2 centres
● Less constraints
− Receive no data from detectors

● Availability > 95%
Test suit per experiment
with monthly report

Availability: time site is available 
                   / total time
Reliability: time site is available 
                 / (total time – scheduled downtime)
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Tier-1        

Last 12 months
RU

KI

NL

NGDF

IT

FR

KI

ES

DE
CERN (T0)

CA

US

US
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ATLAS alone

Average/ day:
1 Million job 
completed
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WLCG Collaboration
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Pledges
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“Computing enables physics”

CERN seminar,
July 4th  2012,
retransmitted at
ICHEP (Melbourne)

Photography: C. Biscarat
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Other grids
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European Grid Initiative

● The WLCG shares the infrastructures with EGI
− Organised in National Grid Initiative

● EGI project (and ancestors)
− Build a large scale production grid
− Secured and robust
− Promote international collaboration
− For sciences and technologies

● ~ 300 different user communities
● Large spectra of scientific domains
● Tail of sciences

EGI web site: http://www.egi.eu/

http://www.egi.eu/
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Many sciences

From ISGC 2013

Medical and Health Sciences
Processing of thousands of MRI scans 
from patients with Alzheimer’s disease

Natural sciences
Correlate data from millions of 
calculations to unveil the rock structure
of an oil field under the North Sea.

Physical Sciences
Creation of 3D visualisations
of astronomical data
on unprecedented scales.
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Normalised CPU time
March '14- March '15
- Per region
- Per VO

Resource consumption 

https://accounting.egi.eu/

https://accounting.egi.eu/
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A few user example
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● The most extended grid infrastructure, 35 countries.

EGI partners and resource providers

Open Science Grid (OSG)
Own operations tools and procedures,
compatible policies
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    French NGI

● Open to any scientific area 
● 18 sites (storage and CPU)

● Half of them serves LHC

http://www.france-grilles.fr/

http://www.grisbio.fr/
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Open Science Grid
http://www.opensciencegrid.org/about/

http://www.opensciencegrid.org/about/
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They might have different goals:
− Production grid

● Shared resources for a common goal, known users
● Shared “interfacing” software (middleware)

− Development grid (Grid5000 in France)
● Shared resources for a common goal, known users
● Testing grid software

− Volunteer grid (BOINC)
● Resources given to a project with unknown users

They may differ in heterogeneity:
− Desktop grid (BOINC,...)
− Service grid (EGI, OSG,...)
− HPC grid (DEISA, TeraGrid, CNGrid...)

They may be interoperable (EGI+OSG)

Many kinds of grids

Desktop grid



biscarat@lpsc.in2p3.fr ESIPAP School 2017, Grid Computing 51

Geographically:
− International grid
− Regional grid
−

In term of science field:
− Thematic grid
− Multidisciplinary grid

Many kinds of grids

GRISBI: bioinformatic (France)

CIGRI: grid on top of T2 HPC clusters
(Grenoble Universities, INPG, and
National research labs) – opportunistic
usage
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Behind the scenes
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D-day « LHC first beam »
● Sept. 10th  2008
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D-day « LHC first beam »

Data Exports Throughput in MB/s

Number of errors

Concurrent access 
to data on central servers

by the end-users

In the Computing 
control room (2nd floor)
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● Heterogeneity of the sites
− Batch systems
− Storage
− Operating systems
− Worker nodes capacity
− Authentication

Middleware
● Software layer
● Hiding and simplifying
− No local user registration
− Abstraction of resources
− Interface to user applications

Middleware

 Ref : gridCafe

Users

Resources
    (sites)

Network

Middleware
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Towards standardisation

● Origin
− Idea became popular in 1998 with the book “The Grid” (I. Foster & K. Kesselman )
− Globus: the first middleware (1998) – evolution to globustoolkit-5

● Now : hundreds of middleware, tentative for standardisation

● In EGI: develop and use of EMI 
    (European Middleware Initiative)
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Major EMI services
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Putting it all together
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    A word on
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● The grid is large and (almost) nobody knows you

● Authentication : who you are
− Certificate authority delivers certificate (long lived)

● What you may already use in your web browser
− Based on a public/private pair of keys
− X509
− For security, usage of short lived proxy on the grid

Authentication
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● Authorisation: what can you do

● Users are organised in Virtual Organisation (VOs)
● They generally belong to different organisations
● They have a common goal / accept to share resources
● Examples: one VO per LHC experiment, CTA, biomed, france-grilles, …

● VOMS (virtual Organisation MemberShip)
− Delivered by your VO
− Allow groups and roles (capabilities)

→ additional attributes to your personal certificate

● Authorisation system must be agreed with all partners

● Key ingredient : trust

Authorisation
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EGI virtual organisations

https://accounting.egi.eu/

https://accounting.egi.eu/egi.php

https://accounting.egi.eu/
https://accounting.egi.eu/egi.php
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VO ID Card
http://operations-portal.in2p3.fr/vo/view/voname/atlas

General informations
Acceptable Use Policy
Resources
Generic Contacts
Mailing lists
Groups and Roles
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    A word on

https://indico.in2p3.fr/conferenceDisplay.py?confId=6453
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User Interface

● For the user to access to the Middleware

● Sites generally provides a UI machine

● Installed: 
− Command lines
− Applications

voms-proxy-init --voms vo.france-grilles.fr
glite-ce-job-submit -a -r lpsc-ce.in2p3.fr:8443/cream-pbs-france_grilles test.jdl
glite-ce-job-list lpsc-ce.in2p3.fr:8443
glite-ce-job-status  https://lpsc-ce.in2p3.fr:8443/CREAM050473948

#with

bash-3.2$ cat test.jdl
Executable = "/bin/sleep";
arguments="180"; 
StdOutput = "std.out"; 
StdError = "std.err"; 
bash-3.2$ 
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Job Description Language
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    A word on
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● Computing elements
− Gateways to the local computing resources 

● Workload management system
− akas Resource broker
− Matches requirements and resources

  Workload management

WMS

UI

UI
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  WMS – jobs route
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Pilot job mechanism

pilotpilot

condor-g

glite

https

pull

run

run

job

pilotpilot

ProdDB
job

BambooBamboo

job

pull

SchedulerScheduler

e.g. ATLAS 

● Place holder jobs
   get queued at the sites

● Real jobs get puled
   according to the
   available resources
   and the environment

● Each LHC experiment
   uses pilot jobs

Site A

Site B
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Going forward
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● Behind the success of the grid
− High complexity
− High human resource demand

● We have gained in experience and we are still improving
− Very stable network → new data model
− Federated storage
− Building common tools/interfaces

Growing needs

      deployed                estimated       deployed                estimated
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“The Network infrastructure is the most reliable service we have”
“Network Bandwidth (rather than disk) will need to scale more with users and data volume”
Ian Bird, WLCG project leader

Network

LHC Open Network Environment (LHCONE)
The T0/T1/T2 hierarchy is wiped out

“monarch” hierarchy “loosened” hierarchy
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LHCOne
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LHCOne

Monthly traffic on LHCOne (2015 - mid 2016)
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Saving CPU time

CHEP2013
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2005: “The free lunch is over”
- Performance of standard CPU does not improve anymore

- Since HEP needs increase, we must get ready for the new architectures: 
multi-cores, many-cores, GPU (games consoles) 

CPU clock reaches
a plateau

Nowadays multi-cores
● Memory / core /IO
  per IO is limited
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Saving Memory

ATLAS

digitization
Gain 45%

reconstruction

CMS is going further and making parallelism
at the algorithm level.
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The “Cloud”
The Grid: 1998 and 2003 (2nd Ed.)
Grid is used by analogy with the electric power grid…
has had a dramatic impact on human capabilities…

The Big Switch [to the Cloud]: 2009
Computing is turning into a utility… will ultimately change 

society as completely as cheap electricity did…

● Introduces the concept of virtualisation
− Isolates the user software (virtual) from physical hardware (real)
− Remember that grid sites are heterogenous

● Flexible and dynamic resource sharing
● On-demand usage of resources

● Virtualisation already proved to be helpful “on the grid” (CVMFS)
● Clouds already successfully used by experiments
− In many domains
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Which types of Services?

Software-as-a-Service (SaaS)
Applications are available on demand     
(e.g. email)

Platform-as-a-Service (PaaS)
One can develop ones own applications 
on top of services (e.g. web servers)

Infrastructure-as-a-Service (IaaS)
A virtual machine is given, one installs  
owns own image (e.g. compute power)
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Grid sites can be clouds

Advantages
● Decoupling HW and SW
● Flexibility

Integrated in the experiments workflow
● Private or academic
● Overhead < 5% (tuning)
● Looking at containers

The Tier-0 is extended
● Resources orchestrated in a cloud
● > 125 000 cores

Farms dedicated to event triggering
● Additional layer for a raid switch 

online/offline (LHC shutdowns, inter-fill)

ATLAS grid of clouds (2013)

Hongrie
Suisse
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Opportunistic resources

Commercial clouds - Elasticity
● Some experience : Google, HELIXNebula, 

Amazon Web Service
● In Europe, HNSciCloud (2016)

● Prototype of cloud public/privé
● Comprendre et maitriser les coûts

BOINC and the @home projects
● Same model as SETI@home
● First initiative for the LHC: ATLAS@home

Supercomputers
● HEP: no genuine needs for supercomputers
● Some of the biggest HPC centers are 

interfaced with WLCG and the grid stack

http://atlasathome.cern.ch/

● Preferred payloads : IO intensive, interrupt tolerant

~450k production jobs from Google over a few weeks.
Amazon too, using spot pricing -- economically viable ?

mailto:SETI@home
mailto:ATLAS@home
http://atlasathome.cern.ch/
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Remember
●  Grid is ideal for a large number of independent jobs (High Throughput Computing)

Needs for supercomputers
● One task must be executed on hundreds of cores
− Very fast communication between cores
− Large available memory

● HPC (High Performance Computing)
● Pyramidal Tiers-0/1/2 in Europe
− France: “Curie” with 92 000 cores

● Seismology, mathematics, chemistry, 
    aerodynamics … + astro particles
● By construction, difficult to fill the machines                                                                                  
   leaving empty cycles

Supercomputers
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The end ?

Pile-up : event complexity
Integrated Lumi.: nb of events
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Further challenges

        2011       2015       2019        2024  

● Run 3: ALICE and LHCb detector upgrades
− Calibration and reconstruction online

● Run 4: ATLAS and CMS detector upgrades : we miss a factor of 5-10
− New HW
− New computing models
− New CPU/disk/network balance

Evolution of RAW data set size
for the LHC experiments

- derived data is not included
- cleaning of deprecated data is included

0.5 to 1 Exabytes of RAW data / year

RAW data x 16
CPU x 50
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Accessing “the” grid
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Authentication + User Interface

user
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Global Grid User Support
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● HEP experiments pioneered the massive use of grids
● CERN Director General Rolf Heuer about the Higgs discovery:

"It was a global effort and it is a global success. The results today are only possible because of the 
extraordinary performance of the accelerators, including the infrastructure, the experiments, and the 
Grid computing.”

● Large VOs have developed their own Middleware
- Easy to use interfaces
- Better control 

Experiments own Middleware
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DIRAC

● Initially developed by the LHCb experiment (LHC)
● In 2009 decision to generalise the software
− Separate specific LHCb functionalities

● 2013: DIRAC consortium

● DIRAC is now a general-purpose Middleware, offering services to
any scientific community

− Fermi-LAT, Glast
− LSST
− CTA
− …
− Will replace the

the resource
broker
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EGI Federated Cloud
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Today, Together

- Why grid computing
 A success story : the grid for the LHC

- Other Grids

- Behind the scene
 Technical details

- Going forward
 Standards, simplicity, clouds

- Accessing the grid
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● International Symposium on Grids and Clouds (ISGC) 2013: http://indico3.twgrid.org/indico/conferenceDisplay.py?confId=370
● French Tutorial about the EGI usage: https://indico.in2p3.fr/conferenceDisplay.py?confId=6453
● CERN Summer Student Lecture 2011: https://indico.cern.ch/event/134624/
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Additional material
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Remote Tier-0                                    

Wigner Institute (Budapest)
3 x 100 Gbps connectivity
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CPU delivered      

CMS

Sept. 2008
LHC first beam

Fév. 2013
Fin Run 1Oct. 2009

Redémarrage

Ref : 
http://accounting.egi.eu/

CPU 
normaliseé

Mai 2015
Début run 2
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Tier-0

Tier-1

Tier-1 Tier-2Tier-2Tier-2Tier-2
Tier-3Tier-3Tier-3Tier-3Tier-3Tier-3

Tier-2Tier-2Tier-2Tier-2
Tier-2Tier-2Tier-2Tier-2

Tier-3Tier-3Tier-3Tier-3Tier-3Tier-3

13 Tier-1
storage, re-construction

of raw data

1 Tier-0
First processing

of raw data

150 Tier-2
Simulation

Tier-3
End-user analysis

Tier-1
Specialised tasks

Outside the grid
Final plot

Tier-1
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Security: the root of the grid

Country/lab

VO
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LFC architecture
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Usage of HPC centres for LHC

CMS using SDSC’s 
Gordon Supercomputer

● early processing of 2012 parked data
● 125 TB in → 150 TB out 

Number of HPC T2s 
→ many other initiatives in this area

1024 Sandy Bridge nodes, 16 cores/node, 4 GB/core
Plus large memory supernodes
300 TB SSD storage
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EGI platforms
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EGI service evolution
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● Behind the success of the grid
− High complexity
− High human resources

● We have gained in experience and we are still improving
− Very stable network → new data model
− Federated storage
− Building common tools/interfaces

● Meanwhile we were developing the grid
− Other areas do treat enormous amount of data
− Standards tools have been developed
− The “cloud” is born

Still improving
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Data set sizes

Business emails sent
3000PB/year

(Doesn’t count; not managed as
a coherent data set)

Google search
100PB

Facebook uploads
180PB/year

Kaiser
Permanente

30PB

LHC data
15PB/yr

YouTube
15PB/yr

US
Census

Lib of
Congress

Climate
DB

Nasdaq

Wired 4/2013

In 2012: 2800 exabytes 
created or replicated
1 Exabyte = 1000 PB

Reputed capacity of NSA’s 
new Utah center: 5000 ExaB
(50-100 MW)

Current ATLAS 
data set, all data 
products: 140 PB

http://www.wired.com/magazine/2013/04/bigdata/ 

Big Data in 2012

~14x growth
expected 2012-2020 

http://www.wired.com/magazine/2013/04/bigdata/
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    A word on
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● Storage elements (SE)
− External interface to physical storage at sites
− Different protocols (rfio, srm, )
− Different storage system (dCache, xrootd, ...)

●  Storage resource manager (SRM)
− Hide heterogeneous systems
− Handle authorisation

● Local File Catalog (LFC)
− Locate files on the grid
− Keep track of the file (user's name ↔ file location)

● File Transfer Service (FTS)
− Multi-VO service
− Handles prioritisation

Data management
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    A word on

https://indico.in2p3.fr/conferenceDisplay.py?confId=6453
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Information system

● In charge of collecting the information on the status of the site and services
− Format understandable by both parties

● Sites publish:
− Status of the services
− Their resources

● VOs publish:
− The software installed on the sites

●  BDII (GlueSchema):
− Sites BDII
− Top BDII
− Commands:

● Ldapsearch
● lcg-infosites

● GOC DB: reference for all the EGI sites

GOC DB

HTTP

URL SiteBDII1
URL SiteBDII2
…

URL SiteBDII1
URL SiteBDII2
…

Top
BDII

Config

Site1
BDII

Site2
BDII

Site3
BDII

SE1
BDII

CE1
BDII

SE2
BDII

CE2
BDII

SE3
BDII

CE3
BDII

http://goc.egi.eu/

http://goc.egi.eu/
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GOC DB
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GOC DB
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    A word on

https://indico.in2p3.fr/conferenceDisplay.py?confId=6453
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Accounting

● Accounting for the computing and storage resources
− Sites share VOs
− MoU signed with “pledges”

http://accounting.egi.eu/egi.php

http://accounting.egi.eu/egi.php
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