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Addendum

m�M = 5(log10 DL � 1)

No. 2, 1999 ) AND " FROM 42 HIGH-REDSHIFT SUPERNOVAE 569

FIG. 2.È(a) Hubble diagram for 42 high-redshift type Ia supernovae from the Supernova Cosmology Project and 18 low-redshift type Ia supernovae from
the Supernova Survey, plotted on a linear redshift scale to display details at high redshift. The symbols and curves are as in Fig. 1.Cala! n/Tololo
(b) Magnitude residuals from the best-Ðt Ñat cosmology for the Ðt C supernova subset, 0.72). The dashed curves are for a range of Ñat()

M
, )") \ (0.28,

cosmological models : on top, (0.5, 0.5) third from bottom, (0.75, 0.25) second from bottom, and (1, 0) is the solid curve on bottom. The()
M

, )") \ (0, 1)
middle solid curve is for Note that this plot is practically identical to the magnitude residual plot for the best-Ðt unconstrained cosmology()
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of Ðt C, with (c) Uncertainty-normalized residuals from the best-Ðt Ñat cosmology for the Ðt C supernova subset,()
M

, )") \ (0.73, 1.32). ()
M

, )") \
(0.28, 0.72).

supernovae ; cf. P97) and checked for consistency after the
Ðt.

We have compared the results of Bayesian and classical,
““ frequentist,ÏÏ Ðtting procedures. For the Bayesian Ðts, we
have assumed a ““ prior ÏÏ probability distribution that has
zero probability for but otherwise has uniform)

M
\ 0

probability in the four parameters a, and For)
M

, )", M
B
.

the frequentist Ðts, we have followed the classical statistical
procedures described by Feldman & Cousins (1998) to
guarantee frequentist coverage of our conÐdence regions in
the physically allowed part of parameter space. Note that
throughout the previous cosmology literature, completely

[Perlmutter et al (1999)]
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Recap
The galaxy 2-point function is the excess 
probability of finding two galaxies in the volume 
elements       and       dV1 dV2

dP = dV1 dV2 hng(~x1)ng(~x2) i

where

⇠(r) � 1

⇠(r) ' 0

= dV1 dV2 n̄
2
g [1 + ⇠(r) ]

⇠(
r)

r [Mpc/h]

ng(~x) ⌘ n̄g [1 + �g(~x)]



Recap
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Figure 7. Histogram of (α − ⟨α⟩)/σα measured from ξ (r) of the post-
reconstruction mocks, where ⟨α⟩ is the mean. This quantity is a proxy
for the signal-to-noise ratio of our BAO measurement. We see that this
distribution is close to Gaussian as indicated by the near-zero K-S Dn. The
corresponding p-value indicates that we are 90 per cent certain our values
are drawn from a Gaussian distribution, indicating that the values of σα we
measure from the χ2 distribution are reasonable descriptors of the error on
α measured by fitting ξ (r).

also makes our distance estimates more robust to parameter choices
in our fitting algorithms and reduces the scatter between the distance
estimates from the the correlation function and the power spectrum.
We quantify these improvements further in the following sections.

We next compare the observed scatter in the best-fitting α in
the mocks to the σα estimated in each fit from the χ2(α) curve.
In Fig. 7, we plot a histogram of (α − ⟨α⟩)/σα from the mocks
and compare the result to the unit normal distribution. We find
excellent agreement; a Kolmogorov–Smirnov (K-S) test finds a
high likelihood that the observed distribution is drawn from a unit
normal. Hence the Gaussian probability distribution obtained from
the χ2 statistic is an appropriate characterization of the error on α.

6 TH E P OW E R SP E C T RU M

6.1 Measuring the power spectrum

The power spectra recovered from the CMASS DR9 data are shown
in Fig. 8 before (left) and after (right) reconstruction. The inset
shows the oscillations in these data, calculated by dividing by a
smooth model (see Section 6.2 for details). The effect of the re-
construction algorithm is clear – the large-scale power is decreased
corresponding to the removal of RSD effects, with the small-scale
power being further reduced by the reduction in non-linear power.
These data represent the most accurate measurement of a redshift-
space galaxy power spectrum ever obtained.

Power spectra were calculated using the Fourier method first de-
veloped by Feldman et al. (1994), as described in Percival et al.
(2007b) and Reid et al. (2010). We work in redshift-space as if ob-
served recession velocities solely arise from the Hubble expansion.
As we focus on measuring angle-averaged baryon acoustic oscilla-
tions, we do not convert from a galaxy density field to a halo density
field as in Reid et al. (2010), or apply corrections for Finger-of-God
effects. Given a weight wi for galaxy i at location r i , the overdensity
field can be written

F (r) = 1
N

[
∑

i

wiδD(r i − r) − ⟨w(r)n(r)⟩
]

, (31)

where N is a normalization constant

N ≡
{∫

d3r⟨w(r)n(r)⟩2
}1/2

, (32)

and ⟨w(r)n(r)⟩ is the expected weighted distribution of galaxies at
location r in the absence of clustering, and n(r) is the galaxy density.
The quantity δD is the standard Dirac-δ function. We do not apply
luminosity-dependent weights (as applied by Percival et al. 2007b
and Reid et al. 2010), as we are only interested in the BAO, and not
the overall shape of the power spectrum.

We chose to model the expected distribution of galaxies using a
random catalogue with points selected at the mean galaxy density

Figure 8. The CMASS DR9 power spectra before (left) and after (right) reconstruction with the best-fitting models overplotted. The vertical dotted lines
show the range of scales fitted (0.02 < k < 0.3 h Mpc−1), and the inset shows the BAO within this k-range, determined by dividing both model and data by
the best-fitting model calculated (including window function convolution) with no BAO. Error bars indicate

√
Cii for the power spectrum and the rms error

calculated from fitting BAO to the 600 mocks in the inset (see Section 4.2 for details).
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The power spectrum is a 
measure of the amplitude of 
perturbations as a function 
of scale …
… and the Fourier 
Transform of the 2PCF

The power spectrum is 
what we want to predict



Today’s goal
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Goal: 
predict the correlation functions 
describing the statistical properties 
of the Large-Scale Structure 

for this we study the evolution of

We need: 
1.   Equations of motion 
2.   Initial conditions

�~k(t)



Evolution of matter perturbation:
Initial Conditions
Part 1: Inflation



Size of the horizon at CMB 
decoupling

Big Bang … Problems

The Horizon Problem:  
In the CMB we observe a large number (~104) of causally disconnected patches 
… all at the same temperature!



Big Bang … Problems

The Flatness Problem:  
The curvature contribution at present time is small … 
implying that in the Early Universe should be extremely (i.e. unnaturally) small!

⇠ a2

⇢c ⌘
3H2

8⇡G
⌦ ⌘ ⇢

⇢c

���1� ⌦
��� =

���
k

a2⇢c

��� ' 0

but …

���1� ⌦(tBBN )
��� . 10�6

H2(a) =
8⇡G

3
⇢� 

a2



Big Bang … Problems

Unwanted Relics:  
Grand Unified Theories (GUTs) predict an overabundance of topological defects 
(e.g. magnetic monopoles) from phase transitions in the Early Universe … but 
we don’t seen any of such things!



The inflationary solution

Horizon, flatness, unwanted relics …

Guth’s idea, 1980: Inflation can solve all these problems at once! 

NB: this is not a “theory”, nor a “model” 

The Universe underwent a 
period of accelerated expansion  

in its early history



The “Hubble horizon”

v = H d d =
v

H

dH =
c

H

us

someone else at constant 
comoving distance from us

Hubble’s law                  can also be written like this:

The distance      where the velocity      equals the speed of light is the “Hubble horizon”d v

v

�



Solving the horizon problem

horizon (H-1)observable Universe 

10-28 cm 

Inflation

v = H d
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Inflation

Solving the horizon problem
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Inflation

Solving the horizon problem



horizon (H-1)

Inflation

observable Universe 

Solving the horizon problem

~ 1 cm 



horizon (H-1)

Radiation 
domination

observable Universe 

Solving the horizon problem



horizon (H-1)

Radiation 
domination

observable Universe 

Solving the horizon problem



horizon (H-1)

Matter 
domination

observable Universe 

Solving the horizon problem



horizon (H-1)

Today

observable Universe 

Solving the horizon problem

~ 1028 cm 

All points in the observable Universe 
have been in causal contact at some 

previous time

(ergo, the isotropy of the CMB)



horizon (H-1)

Today

observable Universe 

Solving the flatness problem

~ 1028 cm 

A curved space-time would be 
flattened as

an “exponentially inflated balloon”



horizon (H-1)

Today

observable Universe 

Getting rid of GUT relics

~ 1028 cm 

The number density of 
unwanted relics

would also be damped to negligible values



Energy content

How do we get acceleration?

ä2

a2
= �4⇡G

3
(⇢+ 3p)

ȧ2

a2
=

8⇡G

3
⇢

We need something with “negative pressure” … 

Linde (1982),  Albrecht & Steinhardt (1982)



Slow Roll Inflation

How do we get acceleration?

ä2

a2
= �4⇡G

3
(⇢+ 3p)

ȧ2

a2
=

8⇡G

3
⇢

We need something with “negative pressure” … 

�(~x, t) = �0(t) + ��(~x, t) V (�0)

A scalar field  …        with some potential

(

Linde (1982),  Albrecht & Steinhardt (1982)
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Slow Roll Inflation

How do we get acceleration?

ä2

a2
= �4⇡G

3
(⇢+ 3p)

ȧ2
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We need something with “negative pressure” … 

�(~x, t) = �0(t) + ��(~x, t) V (�0)

A scalar field  …        with some potential

(

Linde (1982),  Albrecht & Steinhardt (1982)

⇢ =
1

2
�̇0

2
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inflation

end of inflationflat potential
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Slow Roll Inflation

How do we get acceleration?

ä2

a2
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3
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ȧ2
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⇢

We need something with “negative pressure” … 

�(~x, t) = �0(t) + ��(~x, t) V (�0)

A scalar field  …        with some potential

(

the potential energy dominates over the kinetic one, then

p ' �V (�0)

⇢ ' +V (�0)

Linde (1982),  Albrecht & Steinhardt (1982)



Slow Roll Inflation

How do we get acceleration?

ä2

a2
= �4⇡G

3
(⇢+ 3p)

ȧ2

a2
=

8⇡G

3
⇢

We need something with “negative pressure” … 

�(~x, t) = �0(t) + ��(~x, t) V (�0)

A scalar field  …        with some potential

(

the potential energy dominates over the kinetic one, then

p ' �V (�0)

⇢ ' +V (�0)

H =
ȧ

a
'


8⇡G

3
V (�0)

�1/2
~ constant a(t) ⇠ eHt

exponential expansion!

Linde (1982),  Albrecht & Steinhardt (1982)



so …

The horizon problem, the flatness problem are solved 
while unwanted relics are swept away …

… but these are “theorists’ problems”:  
inflation does not solve any tension of the theory with the data! 
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while unwanted relics are swept away …
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inflation does not solve any tension of the theory with the data! 

Moreover, there is plenty of models implementing slow-roll inflation 
(and other varieties of inflation), covering a wide range of energy scales



so …

The horizon problem, the flatness problem are solved 
while unwanted relics are swept away …

… but these are “theorists’ problems”:  
inflation does not solve any tension of the theory with the data! 

Moreover, there is plenty of models implementing slow-roll inflation 
(and other varieties of inflation), covering a wide range of energy scales

Still … Inflation provides two, crucial, unrequested predictions: 

 density perturbations and gravitational waves 



Density Perturbations from Inflation

quantum harmonic oscillator for k & aH

one can compute the power spectrum of inflaton fluctuations

�̈�~k + 2aH ˙��~k + k2��~k = 0

10-28 cm 

Inflation
Today

quantum fluctuations
“frozen” curvature 

perturbations observed density perturbations

P��(k) ⌘ |��~k|
2 =

H2

2k3

�(~x, t) = �0(t) + ��(~x, t)

for slow-roll inflation, their equation of motion in Fourier space is 

quantum fluctuations of the inflaton



Density Perturbations from Inflation

�(~x, t) = �0(t) + ��(~x, t)

for slow-roll inflation, their equation of motion in Fourier space is 

quantum harmonic oscillator for k & aH

one can compute the power spectrum of inflaton fluctuations

�̈�~k + 2aH ˙��~k + k2��~k = 0

Today

observed density perturbations

P��(k) ⌘ |��~k|
2 =

H2

2k3

and (after a lot of pain) the power spectrum 
of the gravitational potential perturbations 
as they enter the horizon again

quantum fluctuations of the inflaton

P�(k) =
2

9M4
p

V 2

V 02
H2

k3

�����
aH=k

Mp =
1p
8⇡G



Density Perturbations from Inflation

amplitude
scale-dependence

P�(k) =
2

9M4
p

H2V 2

V 02 k�4+ns

�����
aH=k

spectral index: ns = 1� 2M2
p

✓
V 0

V

◆2

+ 2M2
p
V 00

V

Inflation predicts the power spectrum of the  
perturbations in the gravitational potential  
(and in the energy density) today!

Harrison-Zeldovich
power spectrum��(k) ⌘ 4⇡k3P�(k) ' constant ' (10

�5
)

2



Evolution of matter perturbations:
Initial Conditions

Part 2: From inflation to photon decoupling



The evolution of density perturbations before decoupling
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� = a�
com

The “linear size” (not the 
amplitude!!) of a perturbation 
grows with the scale factor (by 
definition of scale factor …) 

today!
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The evolution of density perturbations before decoupling

� = a�
com

today!

we can observe today (with 
CMBB or LSS) perturbations 
over a finite range of scales

largest-scale

smallest-scale



The evolution of density perturbations before decoupling
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in order to study the 
evolution of perturbation we 
need to compare their linear 
size to the Hubble horizon at 
any given  time 

radiation matter dark energyinflation

H�1 ⇠ constant

H�1 ⇠ a2

H�1 ⇠ a3/2

H�1 ⇠ constant



The evolution of density perturbations before decoupling
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super-horizon

sub-horizon

� < H�1

� > H�1

Super-horizon curvature perturbations are “frozen” 
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The evolution of density perturbations before decoupling

scale entering the 
horizon at matter 
radiation equality

keq

Perturbations at different scales have a 
different sub-horizon evolution: perturbations 
(in the potential) already sub-horizon during 
radiation domination are suppressed 
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My initial conditions

radiation matter dark energyinflation

todaymatter/radiation eq.

photon decoupling / CMB 
last scattering surface
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The “initial” matter power spectrum

time, ln a

ph
ys
ic
al
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,
ln

λ

Let’s consider a scale (mode     ) that re-enters the horizon 
during matter domination (that is a large scale today!)

k 1/k

To obtain the matter power spectrum I should relate matter and gravitational potential 
perturbations via Poisson’s equation

P�(k) '
C

k3

r2
r

�
tot

= 4⇡G⇢
�

tot

(~r, t) = �̄(~r, t) + �(~r, t)

⇢(~r, t) = ⇢̄(t) + �⇢(~r, t)

background perturbations ???

r2
r�̄ = 4⇡G⇢̄ �̄ =

2⇡G

3
r2 ⇢̄ “Jean’s swindle”

r2
r�(~r, t) = 4⇡G �⇢(~r, t) r2�(~r, t) = 4⇡Ga2 �⇢(~r, t)

 in comoving coordinates ~r = a(t) ~x

�k2�~k = 4⇡Ga2 ⇢̄�~k h|�~k|
2i ⇠ k4h|�~k|

2i

��(k) ⌘ 4⇡k3P�(k) ' constant



The “initial” matter power spectrum
The linear matter power spectrum at z ' 1000
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Suppression due to 
radiation pressure

Primordial 
scale-invariant 

power spectrum

Large scales Small scales
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P (k) ⇠ k�2.5

P (k) ⇠ k4 P�(k) ⇠ Ck T 2(k)
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The “initial” matter power spectrum
The linear matter power spectrum at z ' 1000
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Evolution of matter perturbations:
Equations of motion



Evolution of matter perturbations

We will consider now the following approximations for the 
evolution of matter perturbations:

1.  All matter is cold (ignore the effects of baryons & neutrinos)

2. Newtonian approximation: 
                                   scales much smaller than the horizon 
                          velocities much smaller than the speed of light

3. Matter domination (ignore effects of dark energy at late times) 

k � aH(a)
v ⌧ c



Evolution of matter perturbations

Cold Dark Matter

Warm Dark Matter



Evolution of matter perturbations

Cold Dark Matter

Warm Dark Matter
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free-streaming
scale



Fluid equations

Assuming CDM as ideal fluid we need the following equations:

@⇢

@t
+ ~rr · (⇢~v) = 0 continuity equation 

(conservation of mass)

Euler’s equation 
(conservation of momentum)

@~v

@t
+ (~v · ~r

r

)~v = �
~r p

⇢
� ~r

r

�
tot

pressure term
(vanishing for CDM)

force

r2
r

�
tot

= 4⇡G⇢ Poisson’s equation

Single-stream 
approximation3 equations, 3 unknowns:     ,     and   ⇢ v �

tot



Single-stream approximation 

for Cold Dark Matter we can ignore the 
thermal motion of individual particles,
and study the evolution of perturbations 

~v(~r, t)

⇢(~r, t)



We want the equations of motions for perturbations and as a function of comoving 
coordinates      and conformal time  

d⌧ =
dt

a(t)

For the matter density we have 

⇢(~x, ⌧) = ⇢̄(⌧)[1 + �(~x, ⌧)] matter perturbations�(~x, ⌧)

Perturbations



We want the equations of motions for perturbations and as a function of comoving 
coordinates      and conformal time  

~r = a(t) ~x

d⌧ =
dt

a(t)

H ⌘ 1

a

da

d⌧
= aH

For the matter density we have 

⇢(~x, ⌧) = ⇢̄(⌧)[1 + �(~x, ⌧)]

For the matter velocity, instead we have 

matter perturbations�(~x, ⌧)

Hubble flow
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Perturbations

We want the equations of motions for perturbations and as a function of comoving 
coordinates      and conformal time  

~r = a(t) ~x

d⌧ =
dt

a(t)

H ⌘ 1

a

da

d⌧
= aH

For the matter density we have 

⇢(~x, ⌧) = ⇢̄(⌧)[1 + �(~x, ⌧)]

For the matter velocity, instead we have 

matter perturbations�(~x, ⌧)

Hubble flow

~v ⌘ d~r

dt
=

da

dt
~x+ a

d~x

dt
= H(⌧)~r(⌧) + ~u(~x, ⌧)

~v(~x, ⌧) = H(⌧) ~x(⌧) + ~u(~x, ⌧) peculiar velocities
~u(~x, ⌧)

gravitational potential 
perturbations

�
tot

(~x, ⌧) = �̄(~x, ⌧) + �(~x, ⌧) �(~x, ⌧)



Equations for the perturbations 

Assuming CDM as ideal fluid we need the following equations:

continuity equation

Euler’s equation

Poisson’s equation

Again: 3 equations, 3 unknowns:     ,     and   

@�

@⌧
+ ~r · [(1 + �) ~u] = 0

@~u

@⌧
+H~u+ (~u · ~r) ~u = �~r�

r2� = 4⇡G ⇢̄ a2� but from Friedmann’s eq. H2 =
8⇡G

3
a2 ⇢̄

r2� =
3

2
H2�

� ~u �



Equations for the perturbations 

continuity equation

Euler’s equation

Poisson’s equation

@�

@⌧
+ ~r · [(1 + �) ~u] = 0

@~u

@⌧
+H~u+ (~u · ~r) ~u = �~r�

r2� =
3

2
H2�

Linearizing …
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Linearizing …
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continuity equation

Euler’s equation

Poisson’s equationr2� =
3

2
H2�

Linearizing …
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Equations for the perturbations 

continuity equation

Euler’s equation

Poisson’s equationr2� =
3

2
H2�

Linearizing …

@�

@⌧
+ ~r · ~u = 0

@~u

@⌧
+H~u = �~r�~r· ( )

then introducing the velocity divergence

✓(~x, ⌧) ⌘ ~r · ~u(~x, ⌧)



Linear equations for the perturbations 

continuity equation

Euler’s equation

@�

@⌧
+ ✓ = 0

@✓

@⌧
+H✓ +

3

2
H2 � = 0

@2�

@⌧2
+H @�

@⌧
� 3

2
H2 � = 0

friction gravity

2nd order equation

where (for a flat, matter-dominated Universe) H =
1

a

da

d⌧
=

2

⌧



Linear growth of perturbations 

2nd order equation in Fourier space
@2�~k
@⌧2

+H@�~k
@⌧

� 3

2
H2 �~k = 0



Linear growth of perturbations 

2nd order equation in Fourier space
@2�~k
@⌧2

+H@�~k
@⌧

� 3

2
H2 �~k = 0

Look for a separable solution like �~k(⌧) = D(⌧)A~k D(⌧) growth factor

D+(a) ⇠ a

D�(a) ⇠ a�3/2{ growing mode

decaying mode

�~k(a) = A~k a+B~k a
�3/2

✓~k(a) = �@�~k
@⌧

= �H
✓
A~k a� 3

2
B~k a

�3/2
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Linear growth of perturbations 

2nd order equation in Fourier space
@2�~k
@⌧2

+H@�~k
@⌧

� 3

2
H2 �~k = 0

Look for a separable solution like �~k(⌧) = D(⌧)A~k D(⌧) growth factor

D+(a) ⇠ a

D�(a) ⇠ a�3/2{ growing mode

decaying mode

�~k(a) = A~k a+B~k a
�3/2

✓~k(a) = �@�~k
@⌧

= �H
✓
A~k a� 3

2
B~k a

�3/2

◆

A~k 6= 0 A~k = 0B~k = 0 B~k 6= 0

� > 0 � > 0

✓ > 0✓ < 0
decaying modegrowing mode



Linear growth in a ΛCDM cosmology
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Linear vs Nonlinear evolution
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This is a proof of Dark Matter!
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Analytical, Perturbation Theory

tions alone, and construct a physical model based on the
coherent infall of pairs to understand their origin.

This state of affairs is perhaps not too surprising given
that the effects involved are small, and require great accu-
racy from analytic and numerical methods. In this paper we
consider this issue by using renormalized perturbation
theory (RPT [18,19]), a new approach to follow nonlinear
clustering that includes in a systematic way all nonlinear
effects in the fluid approximation around a given scale
[20]. Here we concentrate on fundamental questions such
as (1) can nonlinear effects generate shifts in indicators of
the acoustic scale large enough to bias determinations of
cosmological parameters, and (2) if so, what physics is
responsible for this? Is it related to large-scale nonlineari-
ties that we can hope to model accurately, or more com-
plicated physics related to virialized dark matter halos? We
shall see that the answer to the first question is ‘‘yes,’’ and
the answer to the second question involves large-scale
physics, which we discuss in detail. Our discussion em-
phasizes the shifts generated by mode coupling, which
constitutes a new result (see also [16]). In [19] we have
already discussed in detail the effects of random motions in
terms of large-scale physics; we briefly discuss these here
as well in more accessible terms. That large-scale random
motions are responsible for the damping of the linear
power spectrum has also been recognized in [8,13,21].

In the present paper we concentrate on predictions from
RPT for the power spectrum and the two-point correlation
function. A detailed account of the technicalities involved
in calculating two-point statistics in RPT and their com-
parison with numerical simulations is left for a separate
publication [22]. Here we present the main results regard-
ing BAO for dark matter in real space and discuss how RPT
can shed some light on practical parametrizations of these
nonlinear effects in a more general situation when redshift
distortions and galaxy bias are also present. No familiarity
with RPT is assumed; the main ideas behind RPT and
results on two-point statistics are explained in simple terms
in the following section, while the analytic expressions for
the power spectrum are presented in the Appendix.

II. RPT AND TWO-POINT STATISTICS

A. Basics of RPT

Standard perturbation theory (PT, see [23] for a review)
is an expansion of the equations of motion around their
linear solution, assuming fluctuations are small.
Schematically, for the power spectrum this expansion reads

 P!k; z" # D2
$!z"P0!k" $ P1 loop!k; z" $ P2 loop!k; z" $ . . .

(1)

where D$!z" is the growth factor at redshift z; P0!k" is the
initial power spectrum (at high redshift) so that linear
evolution reads Plin!k; z" # %D$!z"&2P0!k". In Eq. (1),
P1 loop 'O!Plin!lin", P2 loop 'O!Plin!

2
lin", and so on,

where !lin ( 4!k3Plin measures the amplitude of fluctua-
tions at scale k in linear theory. For scales approaching the
nonlinear regime where !lin * 1, truncation at any finite
order in PT is not meaningful, as neglected higher-order
contributions are important.

In RPT [18], the main idea is to get around this limita-
tion of PT, by making a resummation of an infinite subset
of contributions to the PT expansion. As a result of this
process of resummation, where terms of different order
have been grouped together into physical objects, what
remains is a new series expansion which is not a perturba-
tive expansion in the amplitude of fluctuations and, most
importantly, exhibits a very different behavior: truncation
at finite order in RPT does take into account all nonline-
arities from the largest scales down to a given scale; the
impact of smaller scales described by the neglected terms
is highly suppressed. One of the main insights that follows
from RPT is that, if we write the growth factor as

 D$!z" #
h"lin!k; z""0!k0"i
h"0!k""0!k0"i ; (2)

where " denotes the density contrast, and "lin!k; z" #
D$!z""0!k" is linear evolution (with D$ ( 1 at the initial
condition), then a whole set of nonlinear contributions to
Eq. (1) (or any correlation function) effectively ‘‘renormal-
ize’’ the growth factor to the following, fully nonlinear
quantity:

 D$!z" ! G!k; z" # h"!k; z""0!k0"i
h"0!k""0!k0"i ; (3)

where "!k; z" is the fully nonlinear density contrast. The
function G!k; z" is known as the propagator, which can be
thought of as a measure of the memory of initial condi-
tions, since it gives the time ‘‘propagation’’ of the cross
correlation between initial and final density contrasts,
h"!k; z""0!k0"i # G!k; z"h"0!k""0!k0"i. Note that this
property means that all the terms in Eq. (1) that are
proportional to P0 (including those in the loop contribu-
tions) are resummed into G2P0, whereas in the remaining
loop terms the time dependence is dictated by the propa-
gator instead of the growth factor, which essentially means
using Eq. (3) to replace the linear propagation in between
nonlinear interactions that make up the loop contributions
[24].

The asymptotics of the propagator are easy to under-
stand: at large scales, linear perturbation theory becomes a
good approximation and thus

 G!0; z" # D$!z": (4)

On the other hand, at small scales where nonlinear effects
are dominant the cross correlation must be driven to zero,
as the final density field resembles very little what it was at
the beginning. Thus, we expect on physical grounds that

 G!k; z" ! 0 as k ! 1: (5)
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tions alone, and construct a physical model based on the
coherent infall of pairs to understand their origin.
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motions are responsible for the damping of the linear
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ing BAO for dark matter in real space and discuss how RPT
can shed some light on practical parametrizations of these
nonlinear effects in a more general situation when redshift
distortions and galaxy bias are also present. No familiarity
with RPT is assumed; the main ideas behind RPT and
results on two-point statistics are explained in simple terms
in the following section, while the analytic expressions for
the power spectrum are presented in the Appendix.
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