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Medida da natureza CP do acoplamento do
bosão de Higgs aos quarks top com a experiência

ATLAS no LHC

Resumo

Desde que o bosão de Higgs com uma massa de 125 GeV foi desco-
berto pelas experiências ATLAS e CMS, no CERN, o estudo das propri-
edades desta partícula tem sido uma prioridade no programa de física
do Grande Colisor de Hadrões (LHC). As interacções do bosão de Higgs
com outras partículas fundamentais são previstas pelo Modelo Padrão da
física de partículas e podem ser medidas com uma precisão sem prece-
dentes usando os dados da Run 2 do LHC. Os acoplamentos de Yukawa
entre o bosão de Higgs e os fermiões podem sofrer efeitos observáveis
se o sector do Higgs for estendido para incluir interacções adicionais em
que ocorra violação da simetria CP (conjugação de carga e paridade), um
ingrediente necessário para explicar o desequilíbrio observado entre ma-
téria e anti-matéria no Universo. O acoplamento de Yukawa mais forte
é o do quark top, o que o torna experimentalmente mais acessível e lhe
confere um papel de destaque em questões teóricas como a naturalidade
da massa do bosão de Higgs e a estabilidade do vácuo. Actualmente, a
melhor via directa para medir o acoplamento de Yukawa do quark top é
a produção, no LHC, de bosões de Higgs associados a pares de quarks
top (tt̄H).

Nesta tese, são apresentadas duas análises de acontecimentos tt̄H com
leptões no estado final e em que o bosão de Higgs decai para um par de
quarks bottom. São utilizados dados recolhidos pela experiência ATLAS
durante a Run 2 do LHC, perfazendo uma luminosidade integrada de
139 fb−1 de colisões protão-protão com uma energia de centro de masssa
de 13 TeV. A primeira análise é uma medida da secção eficaz de produ-
ção de tt̄H, que resulta numa força de sinal observada de 0.43+0.36

−0.33. A se-
gunda análise é uma medida da estrutura CP do acoplamento de Yukawa
do quark top, na qual o ângulo de mistura CP observado é α = 4◦+52◦

−60◦ .
Ambos os resultados são compatíveis com as previsões do Modelo Pa-
drão, embora a taxa de sinal observada neste estado final em particular
não seja suficiente para constituir evidência da produção de tt̄H nem para
excluir um acoplamento puramente CP-ímpar com um nível de confiança
de 95%.
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Probing the CP nature of the Higgs coupling to
top quarks with the ATLAS experiment at the

LHC

Abstract

Since the Higgs boson with a mass of 125 GeV was discovered by the
ATLAS and CMS experiments at CERN, the study of the properties of this
particle has been a priority of the Large Hadron Collider (LHC) physics
programme. The interactions of the Higgs boson with other elementary
particles are predicted by the Standard Model of particle physics and can
be measured with unprecedented precision using data from the Run 2 of
the LHC. The Yukawa couplings between the Higgs boson and fermions
may suffer observable effects if the Higgs sector is extended to include
additional interactions which violate the symmetry under CP (charge
conjugation and parity), an ingredient required to explain the observed
imbalance between matter and anti-matter in the Universe. The strongest
Yukawa coupling is that of the top quark, which makes it more easily
accessible experimentally and also grants it a special role in theoretical
issues, such as the naturalness of the Higgs boson mass and the stabil-
ity of the vacuum. Currently, the best direct probe to measure the top
quark Yukawa coupling is the production, at the LHC, of Higgs bosons
in association with top quark pairs (tt̄H).

In this thesis, two analysis are presented of tt̄H events in final states
with leptons and in which the Higgs boson decays to a pair of bottom
quarks. Data collected by the ATLAS experiment during the Run 2 of
the LHC is used, making up a total integrated luminosity of 139 fb−1 of
proton-proton collisions with a centre-of-mass energy of 13 TeV. The first
analysis is a measurement of the tt̄H production cross-section, resulting
in the observed signal strength 0.43+0.36

−0.33. The second analysis is a meas-
urement of the CP structure of the top quark Yukawa coupling, in which
the observed CP mixing angle is α = 4◦+52◦

−60◦ . Both results are compatible
with the Standard Model predictions, although the observed signal rate in
this particular final state is not enough to establish evidence for tt̄H pro-
duction nor to exclude a pure CP-odd coupling with a 95% confidence
level.



Contents

Outline of the thesis 1

1 Theoretical introduction 7
1.1 Standard Model of particle physics . . . . . . . . . . . . . . . 8
1.2 CP violation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2 Top quark and Higgs boson 27
2.1 Top quark . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.2 Higgs boson . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3 Probing the top-Higgs interaction . . . . . . . . . . . . . . . 36

3 CP -odd tt̄H production 49
3.1 Diagram contributions . . . . . . . . . . . . . . . . . . . . . . 50
3.2 Observable effects . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.3 Future sensitivity in tt̄H(bb̄) . . . . . . . . . . . . . . . . . . . 65

4 ATLAS experiment 67
4.1 Large Hadron Collider . . . . . . . . . . . . . . . . . . . . . . 68
4.2 ATLAS detector . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.3 ATLAS trigger system . . . . . . . . . . . . . . . . . . . . . . 78

5 ATLAS jet trigger studies 83
5.1 Correction of trigger jets in the gap/crack region . . . . . . 84
5.2 Pile-up mitigation in low-ET chains . . . . . . . . . . . . . . 96

6 Features of tt̄H(H→ bb̄) analyses 101
6.1 Object reconstruction . . . . . . . . . . . . . . . . . . . . . . . 102
6.2 Data and Monte Carlo samples . . . . . . . . . . . . . . . . . 107
6.3 Background modelling . . . . . . . . . . . . . . . . . . . . . . 112
6.4 Systematic uncertainties . . . . . . . . . . . . . . . . . . . . . 116

vii



viii Contents

6.5 Profile-likelihood fit . . . . . . . . . . . . . . . . . . . . . . . 122

7 Common analysis strategy 129
7.1 Event selection . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
7.2 Kinematic reconstruction . . . . . . . . . . . . . . . . . . . . . 133
7.3 Signal/background classification . . . . . . . . . . . . . . . . 136
7.4 Pre-fit modelling in control and inclusive signal regions . . 138

8 Measurement of tt̄H production cross-section 143
8.1 Signal modelling . . . . . . . . . . . . . . . . . . . . . . . . . 144
8.2 Analysis strategy . . . . . . . . . . . . . . . . . . . . . . . . . 145
8.3 Pre-fit modelling in analysis regions . . . . . . . . . . . . . . 150
8.4 Expected results . . . . . . . . . . . . . . . . . . . . . . . . . . 155
8.5 Observed results . . . . . . . . . . . . . . . . . . . . . . . . . 160
8.6 Post-fit modelling in analysis regions . . . . . . . . . . . . . 164

9 Measurement of the top-Higgs coupling CP 175
9.1 Signal modelling . . . . . . . . . . . . . . . . . . . . . . . . . 176
9.2 CP-even/CP-odd classification . . . . . . . . . . . . . . . . . 182
9.3 Analysis strategy . . . . . . . . . . . . . . . . . . . . . . . . . 184
9.4 Pre-fit modelling in analysis regions . . . . . . . . . . . . . . 193
9.5 Expected results . . . . . . . . . . . . . . . . . . . . . . . . . . 193
9.6 Observed results . . . . . . . . . . . . . . . . . . . . . . . . . 204
9.7 Post-fit modelling in analysis regions . . . . . . . . . . . . . 209

10 Conclusions 219

Bibliography 227

A Sample details 239

B Input variables of multivariate techniques 243
B.1 Reconstruction BDTs . . . . . . . . . . . . . . . . . . . . . . . 244
B.2 Classification BDTs . . . . . . . . . . . . . . . . . . . . . . . . 244

C Results on the full set of nuisance parameters 251



Outline of the thesis

1



2 Outline of the thesis

The low rate at which violation of the CP symmetry occurs in the
Standard Model (SM) is a hint of its incompleteness, when contrasted
with the observed asymmetry between matter and anti-matter in the
Universe. Many models of physics beyond the Standard Model (BSM)
provide additional sources of CP violation in extended Higgs sectors,
possibly with observable impacts on the 125 GeV Higgs boson, discovered
by the ATLAS [1] and CMS [2] collaborations in 2012. In this sense, pre-
cision measurements of the Higgs boson provide a doorway to explor-
ation of new physics scenarios. With the currently available integrated
luminosity of proton-proton (pp) collisions surpassing what was used for
discovery by more than one order of magnitude, the Run 2 of the Large
Hadron Collider (LHC) marked the advent of the Higgs precision era.

Electroweak symmetry breaking (EWSB) predicts that the Higgs bo-
son interacts with other particles with an interaction strength determined
by their mass. In particular, the Higgs boson is coupled to fermions via
Yukawa terms proportional to the fermion masses. This prediction can
currently be tested at the LHC for the third generation of fermions and
even for muons, which presents a crucial test to the EWSB mechanism.
In the presence of BSM sources of CP violation in the Higgs sector, the
structure of Yukawa couplings may deviate from the SM prediction. De-
pending on the model, such couplings may be the preferred probe to the
presence of CP violation. The Yukawa coupling of the top quark is ex-
pected to be the largest among all fermions. Being close to unity, it plays
a special role in fundamental theoretical issues of the SM, such as the
naturalness of the Higgs boson mass and the stability of the vacuum. The
best direct probe of the top-Higgs interaction is the production of a Higgs
boson in association with a top quark pair at the LHC.

This thesis presents two analyses of tt̄H events in the final state with
leptons and in which the Higgs boson decays to a bb̄ pair, using the data-
set collected by the ATLAS experiment during the full Run 2 of the LHC.
The first analysis is a measurement of the tt̄H production inclusive cross-
section, and the second is a measurement of the CP properties of the top
quark Yukawa coupling. In this introductory section, I provide an outline
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of the thesis and explain my contributions to the works presented.

Chapter 1 presents an overview of the Standard Model of particle
physics, with focus on the Brout-Englert-Higgs mechanism, and discusses
CP violation, in the Standard Model and beyond it. In Chapter 2, the
state of the art in the most relevant top quark and Higgs boson proper-
ties is presented. Special attention is given to processes sensitive to the
top-Higgs interaction, in particular tt̄H production.

Chapter 3 is a discussion of the physics of tt̄H production in the pres-
ence of a CP-odd component in the top quark Yukawa coupling. Several
expected differences in cross-section and kinematics between the CP-even
and CP-odd scenarios are presented, and an attempt is made to give some
insight about their origin, based on theoretical considerations. The dis-
cussion about contributions from different t-channel diagrams to the tt̄H
cross-section and their expected effect on kinematics based on the corres-
ponding propagators are originally presented in this thesis. I was one of
the authors of the results discussed in Section 3.2.4, published in Ref. [3].
In particular, I originally found the differences between CP scenarios in
the angles measured in the tt̄H rest frame between the top quarks and
the Higgs boson in tt̄H events. This motivated a discussion with theor-
ists, leading to the study of other observables in the tt̄H rest frame. For
the published results, I produced the histograms at reconstruction level
and computed the confidence levels for excluding the CP-odd scenario
with luminosities up to 3 ab−1. The study shown in Section 3.3 is also
my own work, which was presented at the TOP2018 conference [4] and
included in the CERN “Report on the Physics at the HL-LHC and Per-
spectives for the HE-LHC” [5]. In that study, I combined results from
previous studies to obtain a projection of future sensitivity to CP-odd
tt̄H production using the H → bb̄ final states.

Chapter 4 gives a brief description of the ATLAS detector at the LHC.
In order to qualify as an ATLAS author, I performed technical work in the
ATLAS jet trigger. The most relevant studies carried out in that context
are presented in Chapter 5. Different strategies were investigated, all
targeting a reduction of trigger inefficiencies in single-jet triggers with
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low energy thresholds.

The remaining chapters are dedicated to the tt̄H analyses. Common
elements of the two analyses are described in Chapters 6 and 7. The first
addresses the definition of detector objects, the data and Monte Carlo
(MC) samples used, background modelling, systematic uncertainties and
the statistical model. The second describes the common analysis strategy,
including region definition, kinematic reconstruction and the discrimina-
tion between signal and backgrounds.

Chapter 8 discusses the analysis used for the measurement of the in-
clusive tt̄H cross-section, which is published in Ref. [6]. The dedicated
strategy for this analysis is presented and motivated, expected and ob-
served results are discussed, and comparisons are shown between data
and the pre- and post-fit predictions. I joined this analysis effort a few
months before its previous installment, published in Ref. [7]. For that
round, I performed studies of small backgrounds in the dilepton chan-
nel. For the more recent version of the analysis, I was one of the main
analysers in the single-lepton channel. I contributed to the processing of
common samples used by the analysis team and performed comparisons
between data and MC that motivated the choice of nominal background
predictions. I did many fit tests which contributed to various decisions
in the course of the analysis development, including region definition,
systematics model, splitting/merging of samples, histogram smoothing
algorithms and observables used in the fit. I made a few contributions
also to the development of the analysis software.

The measurement of the CP structure of the top quark Yukawa coup-
ling is presented in Chapter 9. The signal modelling as a function of the
coupling parameters is described, as well as the specific analysis strategy
for this measurement. This includes the region definition and the set
of CP discriminants used in the fit. Expected and observed results are
shown, and comparisons are made between data and the pre- and post-
fit predictions. I was the main analyser and developer of this analysis
in the single-lepton channel. Before the official ATLAS samples were
available for CP-odd scenarios of the signal, I generated private samples
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and ran them through a fast detector simulation with the Delphes pack-
age [8]. In order to obtain significant statistics in all analysis regions with
these samples, I developed a tag rate function tool with support for mul-
tiple b-tagging working points. The Delphes samples were important
for the team to make progress in the analysis strategy while the request
for official samples was ongoing. Regarding the CP discriminants used
in the analysis, I introduced the modification described in Section 9.2 to
the angular observables defined in Ref. [9]. In the modified version, top
quarks are labelled according to their angular separation with respect to
the Higgs boson, and not according to their charge, which produced vari-
ables with higher CP-discriminating power. I contributed to the defini-
tion and implementation of the parameterisation of the signal model in
terms of the coupling parameters, as well as for the definition of signal
modelling uncertainties where they are different from the ones used in
the cross-section measurement. I developed new features in the fitter
and analysis software frameworks, according to the specific needs of this
measurement.

Conclusions and ideas for future measurements of tt̄H and related
processes are presented in Chapter 10.
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8 Chapter 1. Theoretical introduction

This chapter provides an introductory overview of theoretical aspects
necessary to give context to the measurements presented in later chapters.
Section 1.1 presents the Standard Model of particle physics, highlighting
the role of the mechanism for EWSB, responsible for the prediction of the
Higgs boson. In section 1.2, CP violation is explained. An example is
given of CP violation beyond the Standard Model, in the Higgs sector,
that could be probed via the top-Higgs coupling.

1.1 Standard Model of particle physics

Elementary particle physics has the ambitious goal of describing
nature in terms of its most fundamental constituents. From this en-
deavour, a theoretical framework has come together, incrementally, in a
succession of experimental and theoretical breakthroughs across the last
century. This theory is known as the Standard Model (SM) of particle
physics [10, 11, 12]. It is a quantum field theory that provides a de-
scription of all particles presently believed to be elementary, and the
interactions among them. The gravitational interaction is not included
in the SM because it lacks an adequate quantum mechanical description,
but gravity is extremely weak compared to all the other forces, making it
irrelevant in the systems studied by particle physics.

1.1.1 Particle content

In the SM, matter is made up of elementary fermions, which may be
divided into quarks and leptons. At a first approximation, only three ele-
mentary fermions would be required to describe the atoms and molecules
that constitute ordinary matter: the electron (e−), which is a lepton with
electric charge −1, and the up (u) and down (d) quarks, with electrical
charges 2/3 and −1/3, respectively 1. These two quarks are the building
blocks of protons and neutrons, which in turn are bound together to form

1Electric charges are expressed in units of the absolute value of the electric charge of
the electron.
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atomic nuclei. An additional lepton, the electron neutrino (νe), which is
electrically neutral, is necessary to account for radioactive decays of some
nuclei. This picture presented so far is an incomplete one, as it repres-
ents only the first generation of quarks and the first generation of leptons.
In fact, three generations of quarks and three generations of leptons are
established. Each of the additional generations can be seen as a replica
of the first generation, in which particles have the same charges as their
counterparts in the first generation. The second generation of quarks con-
sists of the charm (c) and strange (s) quarks, while the top (t) and bottom
(b) quarks make up the third generation. Each of these quarks is more
massive than the analogous quark in the previous generations. Charged
leptons also observe such a mass hierarchy, with the muon (µ) in the
second generation and the tau lepton (τ) in the third generation. They
have as partners the muon neutrino (νµ) and tau neutrino (ντ).

Interactions in the SM are generated by imposing local gauge symmet-
ries on the lagrangian density2 of the theory, which requires the introduc-
tion of gauge fields. The particles associated with these gauge fields are
called gauge bosons, and can be regarded as the carriers of the corres-
ponding forces. The gauge bosons of the SM are spin-1 particles. The
photon (γ) is massless, electrically neutral and is responsible for carrying
the electromagnetic force, thus interacting with all electrically charged
particles. Gluons (g) are also massless and electrically neutral, and me-
diate the strong force. Gluons interact with all particles carrying colour
charge. This includes all quarks, but also gluons themselves. The weak
force carriers are the Z and the W± bosons. The Z boson is electrically
neutral, while the W± bosons have charge ±1. They are massive particles,
which explains the short range of the weak force.

The Higgs boson is the only scalar (i.e., spin-0) fundamental particle
in the SM. It is electrically neutral and is not a gauge boson. Instead, it
is an inevitable consequence of the mechanism of EWSB, a feature that
enables the generation of masses for elementary particles in the SM. A
summary of the particle content of the SM is shown in Figure 1.1 [13].

2Usually just called ‘lagrangian’ for brevity.
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Figure 1.1: Summary of the particle content of the SM. Shaded areas surround each
gauge boson and the fermions that interact with it [13]. Upper limits on the neutrino

masses are to be interpreted with care, since the flavour eigenstates are strongly mixed
with respect to the mass eigenstates.

Relativistic quantum mechanics predicts, for every elementary
particle, the possibility of a corresponding anti-particle, with the same
mass and opposite-sign charges. The W+ and the W− bosons are the anti-
particle of each other, while neutral bosons are their own anti-particles.
In the case of fermions, anti-particles are additional fields, resulting in
twice as many fermion fields as those presented above. For example,
the anti-particle of the electron is the positron (e+), which was the first
discovered anti-particle [14].

1.1.2 Standard Model lagrangian

The SM is based on the local gauge symmetry SU(3)C × SU(2)L ×
U(1)Y. This symmetry group is the product of the group of strong inter-
actions – SU(3)C – and the group of electroweak interactions – SU(2)L ×
U(1)Y. The gauge fields corresponding to the SU(3)C group are Ga

µ

(a = 1, ..., 8), which can be identified with the eight independent gluon
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fields. On the electroweak side, the gauge fields associated with the
SU(2)L group are W i

µ (i = 1, 2 or 3) and the field corresponding to U(1)Y

is Bµ. After the EWSB, they are mixed into the photon, Z boson and W±

bosons – electromagnetic and weak interactions are unified in the SM.

The full SM lagrangian can be written in condensed form as

LSM = L f + LGauge + LSSB + LYukawa. (1.1)

The first term, L f , contains the kinetic energies of the fermions and their
interactions with the gauge bosons. Interactions are obtained by starting
from the free fermion lagrangian, and imposing the local gauge symmet-
ries. Interaction terms arise between the gauge fields and the fermions
that are transformed by the respective group. Conversely, the represent-
ation of a fermion under each gauge group can be chosen to reproduce
the observed interactions. The L in SU(2)L stands for “Left”, meaning
that only left-handed chirality fermions transform as doublets under the
action of the group3. Right-handed fermions transform as singlets and,
as a result, they do not interact with the W i

µ fields. After the EWSB, this
leads to the observed feature that only left-handed fermions are subject to
weak interactions. Quarks transform as triplets of colour under SU(3)C,
thus acquiring interaction terms with gluons. Leptons, on the other hand,
transform as singlets. Separating L f in terms that make evident the al-
lowed interactions, it can be written as:

L f =ψ̄γµ(i∂µ − g′
Y
2

Bµ)ψ

−ψ̄Lγµ(gI ·Wµ)ψL

−q̄γµ(gsT ·Gµ)q,

(1.2)

where ψ, ψL and q are spinor fields, and sums over the fermions are impli-
cit: ψ runs over all fermions, ψL runs over those with left-handed chirality

3Spinor fields have two possible chirality states, arising from the possible represent-
ations of the Lorentz group. The right-handed and left-handed components are eigen-
states of the chirality operator γ5, with eigenvalues +1 and −1, respectively.
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and q runs over all quarks. Each interaction is associated with a coupling
constant and with an operator – a generator of the corresponding gauge
group. The first term accounts for the kinetic energy and for the inter-
action with the Bµ field, where g′ is the coupling constant and Y is the
hypercharge operator. Interaction with the W i

µ fields is described by the
second term, where the coupling constant is g and I is the isospin op-
erator. The last term in L f contains the interaction with the gluon fields
Ga

µ, in which the strong coupling constant is gs, and the corresponding
operator is T . Table 1.1 lists the isospin (total and third components),
hypercharge and the electric charge eigenvalues of elementary fermions.

Table 1.1: Quantum numbers of elementary fermions [10]: I and I3 are the total isospin
and the third component of the isospin, respectively, Y is the hypercharge and Q is the
electric charge. The symbol e− stands for any charged lepton, ν for any neutrino, u for

any up-type quark and d for any down-type quark.

Fermion I I3 Y Q

νL
1
2

1
2 −1 0

e−L
1
2 −1

2 −1 −1

e−R 0 0 −2 −1

uL
1
2

1
2

1
3

2
3

dL
1
2 −1

2
1
3 −1

3

uR 0 0 4
3

2
3

dR 0 0 −2
3 −1

3

The second term of the SM lagrangian, LGauge, contains the kinetic
and self-interacting terms of the gauge fields:

LGauge = −
1
4

Ga
µνGµν

a −
1
4

W i
µνWµν

i −
1
4

BµνBµν. (1.3)
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This is written in terms of the field strength tensors

Ga
µν = ∂µGa

ν − ∂νGa
µ + gs f abcGb

µGc
ν (1.4)

W i
µν = ∂µW i

ν − ∂νW i
µ + gεijkW j

µWk
ν (1.5)

Bµν = ∂µBν − ∂νBµ, (1.6)

where f abc and εijk are the structure constants of the respective groups.
They are necessary in order to preserve gauge invariance whenever the
generators of a group do not commute. The terms in which the structure
constants appear are responsible for the self-interactions of gauge bosons.
In particular, the self-interaction of gluons is responsible for complex phe-
nomena in quantum chromodynamics (QCD), such as the confinement of
quarks.

The partial lagrangian L f +LGauge already accounts for all kinetic en-
ergies and interactions of gauge bosons and fermions. However, all the
fields considered so far remain massless. If mass terms are directly ad-
ded to the lagrangian, gauge symmetry is no longer preserved and diver-
gences that cannot be renormalised appear in the amplitudes of certain
loop diagrams.

1.1.3 Brout-Englert-Higgs mechanism

Masses for gauge bosons may be generated without explicitly intro-
ducing mass terms in the lagrangian. This is possible with spontaneous
symmetry breaking, leading to a vacuum that does not share the full sym-
metry of the fundamental lagrangian. The mass terms arise when writing
the lagrangian in terms of vacuum expectation values (vev) plus perturb-
ations. They are no longer problematic since this form of the lagrangian
is not expected to be invariant under the gauge group of the fundamental
theory.

Historically, an important obstacle to the introduction of a spontan-
eous symmetry breaking mechanism in electroweak theory was the Gold-
stone theorem: spontaneously breaking continuous symmetries intro-
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duces new massless boson states (Goldstone bosons) in the theory [15,
16, 17]. Such particles are not observed, making this an undesirable fea-
ture of the mechanism. This picture changed in 1964, when three inde-
pendent groups (Peter Higgs [18, 19, 20]; Robert Brout and François En-
glert [21]; Gerald Guralnik, Carl Richard Hagen and Tom Kibble [22, 23])
proposed a solution to circumvent the Goldstone theorem while spontan-
eously breaking a gauge symmetry. They introduced a scalar field with
a non-zero expectation value in the vacuum, now called the Higgs field.
Coupling this scalar field to the gauge bosons ensures that the degrees
of freedom of the Goldstone bosons are not physical particles. Instead,
they are “absorbed” by the longitudinal polarisation states of the vector
bosons, which become available as the bosons acquire mass. The total
number of degrees of freedom introduced exceeds by one the number of
degrees of freedom absorbed by the vector bosons. The remaining degree
of freedom corresponds to the Higgs boson, a massive scalar particle pre-
dicted by the mechanism. After the proposal of this mechanism, Abdus
Salam and Steven Weinberg [24, 25] showed how it could be applied to
the unified electroweak theory of Sheldon Glashow [26]. Decisive proof
that the resulting electroweak theory is renormalisable came only later,
from Gerard ’t Hooft and Martinus Veltman [27].

In the following, the main ideas of the Brout-Englert-Higgs mechan-
ism applied to the SM are presented and the terms contributing to LSSB

are explained. The SU(2)L ×U(1)Y symmetry of the electroweak inter-
actions can be broken into the observed U(1)EM symmetry in a minimal
way through the introduction of an SU(2)L doublet φ of complex scalar
fields, with hypercharge Y =1. It can be written as

φ =
1√
2

 φ1 + iφ2

φ3 + iφ4

 , (1.7)
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Figure 1.2: Projection of the Higgs potential V(φ) on the (φ1, φ2) plane, with
φ3 = φ4 = 0.

where φ1, φ2, φ3 and φ4 are real. This field is used to build LSSB:

LSSB =

∣∣∣∣(i∂µ − gI ·Wµ − g′
1
2

Bµ

)
φ

∣∣∣∣2 −V(φ). (1.8)

The first term includes the kinetic energy of φ and its interactions with the
electroweak gauge bosons, and it can be obtained by imposing gauge in-
variance. The second term V(φ) is called the Higgs potential, introduced
to enable the spontaneous symmetry breaking:

V(φ) = µ2φ†φ + λ(φ†φ)2, with λ > 0, (1.9)

which is clearly gauge invariant. If µ2 > 0, the vacuum will correspond
to φ = 0, also trivially gauge invariant. More interestingly, when µ2 < 0,
the vacuum must verify

φ†φ =
1
2
(φ2

1 + φ2
2 + φ2

3 + φ2
4) = −

µ2

2λ
≡ v2

2
. (1.10)

Any particular vacuum satisfying this equation is not invariant under the
full symmetry group. Figure 1.2 shows a projection of this potential on
the (φ1, φ2) plane, for φ3 = φ4 = 0. One adequate choice for the vev φ0 is:
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φ0 =
1√
2

 0

v

 . (1.11)

Now, to show that masses are generated for the vector bosons, the
lagrangian should be re-written, with φ replaced by an expansion around
φ0. One such way to write φ is

φ =
1√
2

eiI ·θ/v

 0

v + h

 , (1.12)

where the fields h, θ1, θ2 and θ3 are real. This parameterisation can de-
scribe a fully generic deviation from φ0 in all the degrees of freedom of
φ (two real and two imaginary, as made evident in Equation 1.7). Excita-
tions on three of those degrees of freedom could in principle be identified
with Goldstone bosons. However, the lagrangian was forced to have local
SU(2)L symmetry. Because θ parameterises a generic SU(2)L transform-
ation, this guarantees that the deviations from φ0 other than h are not
physical, and correspond only to the freedom of gauge fixing. Therefore,
the re-written LSSB can be obtained by making the replacement

φ =
1√
2

 0

v + h

 . (1.13)

In particular, the mass terms of the vector bosons can be obtained by
replacing φ by φ0 in the interaction term between φ and the electroweak
bosons: ∣∣∣∣(−gI ·Wµ − g′

1
2

Bµ

)
φ0

∣∣∣∣2 . (1.14)

The physical fields are defined as linear combinations:

W±µ =
W1

µ ± iW2
µ√

2
, Aµ =

g′W3
µ + gBµ√

g2 + g′2
, Zµ =

gW3
µ − g′Bµ√
g2 + g′2

. (1.15)
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Taking these fields and putting them back in Equation 1.14 ultimately
gives:

m2
WW+

µ W−µ +
1
2

m2
ZZµZµ +

1
2

m2
A Aµ Aµ, (1.16)

with mW =
vg
2

, mZ =
v
√

g2 + g′2

2
, mA = 0. (1.17)

The model built so far has massive vector bosons, a massless photon
and a Higgs boson, but still carries massless fermions. A term mψ̄ψ is not
gauge invariant because of the chiral nature of fermions. Conveniently,
the Higgs doublet introduced to break the electroweak symmetry can
also be used to generate fermion masses, by adding Yukawa couplings
between the Higgs doublet and the fermion fields. This is the content of
LYukawa, which can be written as

LYukawa = −(kdQ̄LφdR + kuQ̄LφcuR + ke L̄LφeR + h.c. (hermitian conjugate)),
(1.18)

where φc = −i2I2φ∗, dR runs over all right-handed down-type quarks, uR

runs over all right-handed up-type quarks, eR runs over all right-handed
charged leptons, while QL and LL are left-handed doublets of quarks and
leptons, respectively, of the same generation as the right-handed signlet
in each term. Each of ku, kd and ke represents three free parameters of
the theory, corresponding to the three generations of quarks or leptons.
When the scalar field acquires a non-zero vev, the term for a fermion field
ψ becomes

−mψ̄ψ− m
v

ψ̄ψh. (1.19)

As expected, the fermion mass is generated, with m depending on the ku,
kd or ke in the unbroken lagrangian. In this form, an interesting prediction
of the SM becomes apparent: there is an interaction between each fermion
and the Higgs boson, with strength proportional to the fermion mass.

The masses of neutrinos were left out of this discussion because neut-
rinos are canonically considered massless in the SM. It is known that neut-
rino masses must be non-zero to accommodate the experimental obser-
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vation of neutrino oscillations, first announced by the Super-Kamiokande
and SNO collaborations [11, 28]. Mass terms for neutrinos can be gener-
ated through LYukawa just like for any other fermion. This requires the in-
clusion of right-handed chirality neutrinos in the theory. However, neut-
rinos are only produced and detected through weak interactions, such
that this hypothetical right-handed component would not be observable.
There are other possibilities for generating neutrino masses. One that
does not require adding unobserved particles is through Majorana mass
terms, which can be used below the electroweak scale to generate neut-
rino masses solely with the vL field [29]. An experimental signature of
Majorana masses would be neutrinoless double beta decay, a nuclear de-
cay in which two electrons would be emitted without the accompany-
ing anti-neutrinos, thus violating lepton number conservation. In certain
SM extensions, very small neutrino masses are naturally generated by
the addition heavy neutrinos with Majorana mass terms, in the so-called
‘see-saw’ mechanism [30].

1.1.4 Success and shortcomings

The SM is a successful theory, proven to make accurate predictions
at different energy scales, spanning several orders of magnitude. One
remarkable result of quantum electrodynamics (QED) is the accurate pre-
diction of the electron magnetic moment. This quantity has been com-
puted with a precision of 0.72 × 10−12 [31] and measured with an un-
certainty of 0.25× 10−12 [32]. The central values between prediction and
measurement differ merely by 1.30× 10−12. At a completely different en-
ergy scale, the masses of the Z and W± bosons were accurately predicted
using observed parameters of the weak interactions, but before the actual
bosons were observed [33].

In spite of its success, the SM leaves outside its scope three crucial
ingredients of the cosmological-scale Universe: gravity, dark matter and
dark energy. Besides that, even within the range of phenomena it aims to
describe, there are questions that remain at least partially unanswered, of
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which a non-exhaustive list is presented below.

The SM is remarkably minimal, considering the abundance of pre-
dictions it delivers. However, it could be expected from such a funda-
mental theory that the number of parameters it requires were even smal-
ler. In particular, there are 9 independent Yukawa couplings and 4 quark-
mixing parameters. If neutrino masses and mixing are to be included,
that means 7 additional parameters. The origin of these parameters is not
addressed by the SM, although the hierarchy in the Yukawa couplings
and the quark-mixing structure seem to demand some deeper level of
explanation.

Another puzzling issue is the naturalness of the Higgs boson mass.
The SM predicts corrections to the Higgs boson mass that are quadratic
on a cut-off scale parameter of the theory, while all other masses in the
SM only get logarithmic corrections. If the SM is a complete theory up
to the Planck scale (MP = 1.22× 1019 GeV), these corrections are many
orders of magnitude above the observed Higgs boson mass, which lies
in the weak scale (∼ 102 GeV). For this to be the case, the bare Higgs
mass squared, which is a free parameter of the theory, must nearly cancel
the quadratic corrections. This requires a fine adjustment of this para-
meter down to one part in 1036, which can be regarded as ‘unnatural’.
Instead, if the cut-off scale is chosen at a few TeV, the required adjust-
ment would be brought to the percent or per-mille level. The choice of a
lower energy cut-off is only justifiable if new physical processes beyond
the Standard Model (BSM) are introduced at this scale, with additional
symmetries “protecting” the Higgs boson mass from larger corrections.
In fact, this motivates BSM theories such as supersymmetry (SUSY) [34],
technicolour [35], and theories with extra dimensions [36].

One major issue of observational nature is the abundance of matter
and scarcity of anti-matter in the Universe. Assuming that equal amounts
of matter and anti-matter existed immediately after the Big Bang, CP-
violating interactions are a necessary condition for one of them to dom-
inate later in the lifetime of the Universe [37, 38]. The problem is that,
in the SM, CP violation occurs only at very small rates, not sufficient to
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generate the currently observed asymmetry. This discrepancy serves as
a motivation for the remainder of this chapter and for the analysis dis-
cussed in Chapter 9, which attempts to probe sources of CP violation
through a measurement of the interaction between the Higgs boson and
the top quark.

1.2 CP violation

1.2.1 C and P symmetries

The charge conjugation transformation C relates every particle to its
anti-particle [39]. As mentioned already in Section 1.1.1, the electric
charge of an anti-particle is the symmetric of the charge of the particle,
and the same is true about other quantum numbers, such as baryon num-
ber and lepton number. The mass of the particle and of the anti-particle
is the same. In a system with symmetry under C, every process is as
likely to happen as the process obtained by exchanging every particle by
its anti-particle in the initial and final states.

A particle can only be an eigenstate of C if it is its own anti-particle,
like the photon or the neutral pion π0. Since C2 must be equal to 1, each
particle that is a C eigenstate has an eigenvalue (C number) of 1 or −1.
In multi-particle systems, the C number is given by the product of the C
numbers of the constituent particles. A change in this number during a
certain process is an indication of C violation.

The parity transformation P is a discrete transformation that, acting
upon a physical system, transforms the vectors of spatial coordinates as
~r → −~r. Symmetry of physical laws under the parity transformation is
well established in classical systems. Linear momentum ~p transforms
like the spatial coordinates and changes sign under P . On the other
hand, angular momentum~J =~r×~p remains unchanged under P . Vectors
which flip sign under P , like~r and ~p, are called polar vectors, or simply
vectors if there is no ambiguity. Vectors which are invariant under P , like
~J, are called axial vectors or pseudovectors. Physical quantities described
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by a single component and invariant under P are scalars, while those
that change sign under P are pseudoscalars. When there is symmetry
under P , an elementary physical process is just as likely to occur as its
mirror image. The action of P on spinors is such that fermions with
left-handed chirality are transformed into fermions with right-handed
chirality, and vice-versa. A quantity related to chirality that is extensively
used in particle physics is helicity:

h =
~s · ~p

p
, (1.20)

where ~s is the spin of the particle. Simply put, it is the projection
of the particle’s spin along its direction of motion. This quantity is
clearly a pseudoscalar, since it results from the inner product between
a pseudovector and a vector. In general, states with a definite chirality
can have positive and negative helicity components. However, in the
ultra-relativistic or massless limit (p � m), there is a coincidence of
positive helicity with right-handed chirality, and of negative helicity with
left-handed chirality4. Since these limits are often applicable, helicity is
useful to probe the degree of parity symmetry (or parity violation) in
particle interactions.

The assignment of P eigenvalues to particles is conventional. Nor-
mally, fermions are assigned positive parity, which determines negative
parity for anti-fermions. The parity of a state is obtained by multiplying
the parity numbers of all particles (intrinsic parity) and the parity num-
ber associated with the orbital angular momentum ` of the state, which
is (−1)` (extrinsic parity).

1.2.2 Violation of C, P and CP in weak interactions

C and P symmetries hold exactly for the electromagnetic and strong
interactions. The same is not true for weak interactions. Parity viola-

4Positive and negative helicities are also referred to as right- and left-handed helicit-
ies, respectively.
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tion was decisively discovered in the β decay of 60Co by Chien-Shiung
Wu and collaborators, in 1957 [40]. In the experiment, a magnetic field
and low temperatures were used to polarise the nuclei. An excess of β−

radiation along the direction opposite to the applied magnetic field was
observed. Since the applied field ~B is a pseudovector and the momentum
~p of an emitted electron is a vector, the product ~B · ~p is a pseudoscalar.
The observation of its non-zero expectation value was evidence of parity
violation. Subsequent experiments have shown that weak charged cur-
rents are maximally parity-violating, in the sense that the mirror image
of any possible process mediated by a weak charged current is forbidden.
Interestingly, maximal C violation also occurs in weak interactions, and
in such a way that weak processes exhibit near-perfect symmetry under
CP , the combined action of the C and P transformations.

It was only later discovered that CP symmetry is also violated, al-
beit at a small rate, in processes involving the weak interaction [41]. For
this discovery, the Nobel Prize in Physics of 1980 was awarded to James
Cronin and Val Fitch. Their experiment was related to the decay of the
neutral kaon KL, where the subscript L stands for “long”, referring to its
long lifetime, compared to the shorter-lived KS. The fact that both KL

and KS can decay to a two-pion final state which has definite CP is proof
of CP violation. In a CP-conserving world, KL and KS would have def-
inite CP themselves, and their decays would conserve CP , resulting in
non-overlapping final states.

1.2.3 CP violation in the SM

The way CP-violating interactions arise in the SM is not obvious from
a first look at the lagrangian discussed in Sections 1.1.2 and 1.1.3. A
lagrangian containing only L f + LGauge is necessarily CP invariant. The
LSSB term, which includes a single scalar doublet, also ensures CP sym-
metry. Ultimately, the sector described by LYukawa, in coexistence with
weak charged currents from LGauge, is responsible for CP violation in the
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SM. This term, as already written in Equation 1.18, is

LYukawa = −(kdQ̄LφdR + kuQ̄LφcuR + ke L̄LφeR + h.c.).

The fact that kd, ku and ke are used means that a convenient choice of basis
is made implicitly, in which the quarks and leptons are states of definite
mass. However, the different generations of quarks and leptons can mix,
and there is in fact no reason for the mass basis to be the one that also
diagonalises weak interactions. Taking this into account, the lagrangian
for weak charged currents involving quarks may be written in terms of
the mass states:

LW =
g√
2
(W+

µ ūLγµVdL + W−µ d̄LγµV†uL), (1.21)

where the basis transformation is encoded in the matrix V, known as
the Cabbibo-Kobayashi-Maskawa (CKM) matrix [42]. An equivalent of
this matrix for leptons does not exist in the SM with massless neutri-
nos. In SM extensions accounting for the observed massive neutrinos,
such a matrix exists and is called the Pontecorvo-Maki-Nakagawa-Sakata
(PMNS) matrix [43]. The most immediate consequence of the existence
of a non-trivial CKM matrix is the mixing of generations, allowing trans-
itions between quark generations via weak charged currents and decays
of the W boson into a quark and anti-quark of different generations. The
observation of these phenomena, namely the non-conservation of strange-
ness5 in certain decays, lead to the proposal by Nicola Cabibbo [44] of a
mixing angle which was the two-generation analogue of the later intro-
duced CKM matrix.

By performing a CP transformation on the lagrangian of Equation 1.21
and comparing it to the original lagrangian, it can be shown that, for the
weak charged currents to be CP conserving, it should be possible to ex-
press the CKM matrix as a real matrix. The CKM matrix is a 3× 3 unit-

5The strangeness of a hadron is given by the number of s quarks minus the number
of s̄ anti-quarks in its content.
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ary matrix, in general parameterised by nine parameters. However, five of
those may be attributed to the five global phase differences between quark
fields that can be changed without physical consequence. Four paramet-
ers remain, three of which can be identified with the Euler angles needed
to describe a three-dimensional rotation. The existence of the fourth para-
meter is the soure of CP violation in the SM because it means that the
CKM matrix is in general not real. This parameter is often described by
the Jarlskog invariant [45], which is the imaginary part of the product
of four CKM matrix elements of the form VαiVβjV∗αjV

∗
βi. Its value is the

same regardless of which up-type quarks α, β and down-type quarks i, j
are considered (provided that i 6= j and α 6= β).

1.2.4 CP violation beyond the SM

The small rates of CP violation observed in kaon and B-meson de-
cays [11] are indicative of a small CP-violating phase in the CKM matrix.
Additional sources of CP violation beyond the SM are required to ac-
count for the observed asymmetry between matter and anti-matter in the
Universe, assuming a symmetric initial-state Universe. [37, 38]. This is
accomplished in many BSM theories, among which SUSY receives a large
share of attention, due to its promise to address many of the limitations
of the SM. The minimal supersymmetric model requires the existence of
two scalar doublets, instead of one. This is a requirement also appear-
ing in other extensions of the SM, which motivates the study of two-
Higgs-doublets models (2HDM) in general [46, 47]. In such models, a
rich Yukawa sector and scalar self-interactions provide many possible CP
violation sources. Spontaneous CP symmetry breaking, in particular, is
only possible with at least two Higgs doublets.

In 2HDM, there are two fundamental scalar SU(2) doublets, φ1 and
φ2. They can always be expressed in a basis, called the Higgs basis, as:

H1 =

 G+

1√
2
(v + χ1 + iG0)

 , H2 =

 H+

1√
2
(χ2 + iχ3)

 . (1.22)



1.2. CP violation 25

In this basis, all the Goldstone bosons (G0 and G±) appear in H1, which
is also the only doublet that gets a (real and positive) vev. Five physical
degrees of freedom remain: two charged (H±) and three neutral, two of
which are CP-even (χ1 and χ2) and one which is CP-odd (χ3). These
neutral degrees of freedom are not necessarily mass states, and can be
related to three mass states h1, h2, h3 by an orthogonal matrix R. The fact
that the matrix R is allowed to mix CP-even and CP-odd states provides
a source of CP violation. This source is useful to illustrate how, if the
physical Higgs bosons are not states of definite CP , that may become
evident through couplings to fermions. For example, it is relevant to
focus on the coupling between an up-type quark u and the lightest Higgs
boson h1. When building Yukawa terms in 2HDM, a discrete symmetry
is usually introduced to avoid flavour-changing neutral currents at tree
level, which are highly constrained by experiment [11]. To conform to
this symmetry, each set of fermions – charged leptons, up-type quarks
and down-type quarks – must couple only to one of the fundamental
doublets. Up-type quarks are conventionally coupled to φ2. It is possible
to pick all the φ2 contributions to h1, such that the coupling to u becomes:

−mu

v
1

sin β
[(R11 sin β + R12 cos β− iR13 cos β) ūLφc

2uR + h.c.] , (1.23)

where β is a mixing angle used to define the Higgs basis with respect to
the fundamental doublets and Rij is the element of the matrix R mixing
the mass state hi and the Higgs-basis state j. For simplicity, coupling
modifiers with respect to the SM may be defined as

κu ≡
R11 sin β + R12 cos β

sin β
, κ̃u ≡ −

R13 cos β

sin β
. (1.24)

Substituting in Equation 1.23, the coupling reduces to

−mu

v
ū(κu + iγ5κ̃u)u, (1.25)

after using the equality γ5 = PR − PL, where PR and PL are the right-



26 Chapter 1. Theoretical introduction

and left-handed chirality projectors, respectively. The key indicator of
CP violation in this interaction is the term proportional to γ5, which
is a pseudoscalar. This means that the lagrangian of 1.25 is not CP-
invariant. Not necessarily every process involving this coupling would
be CP-violating. However, any observation confirming that both κu and
κ̃u are non-zero would be proof of CP violation in the Higgs sector.
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This chapter discusses the physics of the top quark and of the Higgs
boson, with focus on processes where the interaction between the two is
relevant. Properties of the top quark are discussed in Section 2.1, while
the state of the art in Higgs boson properties is given in Section 2.2. In
Section 2.3, several processes and observations sensitive to the top-Higgs
coupling are addressed. Associated production of the Higgs boson with
top quarks at the LHC is presented as the best direct probe of this inter-
action. The most relevant measurements of this process made so far are
discussed.

2.1 Top quark

Makoto Kobayashi and Toshihide Maskawa were the first to theoret-
ically propose the existence of the top and bottom quarks. When they
introduced the CKM matrix as a possible source of the observed CP viol-
ation in weak interactions [42], only two generations of quarks had been
experimentally observed. Top quark production was first observed in
1995 at the Tevatron by the D∅ and CDF experiments [48, 49]. The top
quark is the most massive elementary particle in the SM. Measurements
of its mass have been performed by the ATLAS [50] and CMS [51] collab-
orations at the LHC, combining different final states and using the full
dataset of the LHC Run 1, with the results

ATLAS: mt = 172.69± 0.25(stat.)± 0.41(syst.) GeV, (2.1)

CMS: mt = 172.44± 0.13(stat.)± 0.47(syst.) GeV. (2.2)

Due to its large mass, the top quark can decay through the charged
current t → W+b (t̄ → W−b̄) [52]. The final states Ws and Wd are also
allowed, but very suppressed by the non-diagonal terms of the CKM mat-
rix, such that the branching ratio to Wb is very close to 1. The large avail-
able phase-space in that channel results in a lifetime close to 5× 10−25 s,
much shorter than that of any other quark and shorter than the hadron-
isation time scale (∼ 3× 10−24 s). As a result, the top quark is the only
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quark that decays from its “bare” state, instead of hadronising. The top
quark decay is categorised according to the decay of the resulting W bo-
son. If the W decays into a lepton and a neutrino, which occurs 33% of
the time, the decay of the parent top quark is said to be leptonic, and if
the W decays to a quark and anti-quark pair, which happens 67% of the
time, it is said to be hadronic.

The short decay time of the top quark ensures that its spin state can
be measured from the decay products. In the leptonic decay in particular,
the resulting lepton in the final state preserves most of the spin informa-
tion of the decaying top quark. This is unique to the top quark, since for
any other quark the spin information is quickly degraded during had-
ronisation. At hadron colliders, top quarks resulting from tt̄ production
are unpolarised. However, the spins of the tt̄ pair are strongly correlated.
Spin correlation measurements in tt̄ production have been performed by
ATLAS [53] and CMS [54] using 36 fb−1 of data from the Run 2 of the
LHC, focusing on the dileptonic final state. The two experiments report
observations compatible with the expectation from the SM. However, an
interesting result from both experiments was the distribution of the azi-
muthal angle difference between the two leptons (∆φ``). The degree of
spin correlation measured in this distribution is higher than what is ex-
pected from most of the predictions available, a result which has driven
state-of-the-art high-order calculations for this process [55].

2.2 Higgs boson

2.2.1 Higgs boson physics at the LHC

Searching for the Higgs boson was one of the goals for the opera-
tion of the LHC [56] and of the general-purpose LHC experiments AT-
LAS [57] and CMS [58]. The Higgs boson production in pp collisions at
the LHC was expected to occur through four main processes [59]: gluon
fusion (ggF), vector boson fusion (VBF), associated vector boson produc-
tion (VH, with V = Z or V = W) and associated top quark pair produc-
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Figure 2.1: Example of leading-order diagrams for the main Higgs boson production
processes at the LHC. (a) Gluon fusion (ggF). The top quark loops dominate, but there
are contributions from loops of every quark. (b) Vector boson fusion (VBF). (c) Vector
boson associated production (VH). (d) Top quark pair associated production (tt̄H).

tion (tt̄H). Examples of production diagrams at leading order are shown
in Figure 2.1.

For a light Higgs boson (mH . 130 GeV), the dominant decay channel
is H → bb̄, but it is not necessarily the most sensitive channel for searches
or measurements at the LHC. Due to the phenomenon of confinement
in strong interactions, quarks in the final state hadronise: quark/anti-
quark pairs are created from the vacuum, forming bound states with each
other and with the initial “bare” quarks, until only colour-neutral stable
hadrons remain. If the original quark travels with enough momentum,
the cascade of particles thus generated forms a ‘jet’ with approximately
conical shape, which may be reconstructed in the detectors. In hadron
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colliders, the most common hard inelastic process is the production of
two or more jets, each initiated by a gluon or a light-flavour quark. This
overwhelming multijet background, several orders of magnitude more
abundant than Higgs boson production, can only be removed from the
bb̄ final state to a very limited extent. That limitation can be partially
overcome if the analysis is performed in one of the less common produc-
tion channels – VBF, VH or tt̄H – resulting however in a much smaller
number of signal events. In any case, jets are the objects measured with
worst energy resolution by experiments, which propagates to the recon-
structed Higgs boson mass. The channel H → WW may have one or
both of the W bosons decaying leptonically, which provides a cleaner fi-
nal state. However, the neutrinos in the final state make it impossible
to fully reconstruct the Higgs boson. The decay channels H → γγ and
H → ZZ∗ → 4` (4` means two pairs of leptons, only considering e and
µ, where leptons within each pair have the same flavour and opposite
charge) produce unique final states, with leptons and photons, particles
which are detected with better energy resolution. Therefore, H → γγ and
H → ZZ∗ → 4` were expected to provide the best resolution in Higgs
boson mass, possibly allowing the new particle to be observed as a peak
in the reconstructed mass distribution, over a smooth background. How-
ever, they are particularly rare channels, which made them less sensitive
than H →WW in the first Higgs boson searches at the LHC.

In July 2012, both ATLAS and CMS collaborations announced, the
discovery of a new resonance with mass close to 125 GeV, consistent with
the Higgs boson predicted by the SM [1, 2]. Following the discovery,
the 2013 Nobel Prize in Physics was granted to Peter Higgs and François
Englert for the theoretical discovery of the EWSB mechanism [60]. The
Higgs boson discovery was the crucial piece of evidence for the mechan-
ism that allows a world governed by gauge symmetries to bear massive
particles. It represented the largest step towards a better understanding
of the EWSB, and a doorway to open problems, such as the Higgs mass
naturalness and the need for additional sources of CP violation.
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2.2.2 Higgs boson properties

Assuming a SM Higgs boson with a mass of 125 GeV, numerical pre-
dictions can be obtained for its production cross-sections at the LHC and
for its branching fractions. In Figure 2.2, the cross-section for each pro-
duction process is plotted as a function of the centre-of-mass energy [59].
Table 2.1 shows theoretical values for the most important branching ra-
tios [59].
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Figure 2.2: Cross-sections for the
production processes of a 125 GeV SM

Higgs boson in pp collisions as a function
of the centre-of-mass energy [59]. pp→ H

means ggF and pp→ qqH means VBF.

Table 2.1: Higgs boson branching ratios
for a 125 GeV SM Higgs boson [59].

Decay channel BR (%)

bb̄ 58.2

WW 21.4

gg 8.19

ττ 6.27

cc̄ 2.89

ZZ 2.62

γγ 0.227

Others < 0.2

Following discovery, the properties of the newly discovered particle
have been studied. The mass value of 125 GeV sits in a region that makes
the Higgs boson physics at the LHC particularly rich. With such a mass,
many production and decay channels are sufficiently abundant to have
become feasible targets for analyses. Production cross-sections and decay
branching ratios have been measured and compared with SM predictions.
Alternative scenarios regarding properties such as spin and parity have
been tested. The results of some of these measurements are presented be-
low. All of them show consistency with the SM predictions, progressively
building confidence that the 125 GeV boson is an SM-like Higgs boson.
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For this reason, it will be referred to as simply ‘the Higgs boson’ in the
rest of this document.

Higgs boson mass measurements have been made in the γγ and
ZZ∗ → 4` channels. The most precise measurement from ATLAS was
obtained by analysing the ZZ∗ → 4` channel alone, using the full Run 2
dataset, corresponding to 139 fb−1 [61]. CMS combined measurements of
the two decay channels, using the Run 1 dataset together with 35.9 fb−1

of data from Run 2 [62]. The obtained mass values were

ATLAS: mH = 124.92± 0.19(stat.)
+0.09
−0.06(syst.) GeV, (2.3)

CMS: mH = 125.38± 0.11(stat.)± 0.08(syst.) GeV, (2.4)

which bring to an impressive precision, at the per-mille level, the know-
ledge of a fundamental parameter that just before 2012 was completely
unknown.

Measurements of Higgs boson production and decay rates were per-
formed by ATLAS [63] and CMS [64], using data from the LHC Run 2.
These measurements consist of combinations of several analyses, each
targeting a subset of production processes and decay modes of the Higgs
boson. For a particular combination of a production process i and decay
channel f , a signal strength parameter can be defined as

µi, f =
σi

σSM
i

BR f

BRSM
f

, (2.5)

where σi and BR f are the production cross-section and branching ratio,
respectively, that best adjust to the data. The denominators σSM

i and BRSM
f

refer to the corresponding SM predictions. Both ATLAS and CMS meas-
ured several signal strengths in Higgs boson processes. In one particular
measurement, the signal strength is assumed to be the same across all
production and decay channels. By fitting this single parameter µ, called
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the global signal strength, the obtained values were:

ATLAS: µ = 1.06± 0.07 (2.6)

= 1.06± 0.04(stat.)± 0.03(exp.)
+0.05
−0.04(sig. th.)± 0.02(bkg. th.),

CMS: µ = 1.02+0.07
−0.06 (2.7)

= 1.02± 0.04(stat.)± 0.04(exp.)± 0.04(th.),

which shows remarkable agreement with the SM.

Measuring the global signal strength provides a test to deviations from
the SM in which there is an overall increase or decrease of the production
rate of Higgs bosons at the LHC. In order to probe scenarios in which
the deviations of the Higgs couplings may be such that they cancel out
in the total rate, a more flexible fit model can be built using the so-called
‘κ framework’. In this framework, coupling modifiers κj are defined such
that

κ2
j =

σj

σSM
j

and κ2
j =

Γj

ΓSM
j

, (2.8)

where σj and Γj are, respectively, the production cross-section and the
partial decay width governed by the Higgs boson coupling to the particle
j. The photon and the gluon are massless, thus not coupling to the Higgs
boson at tree level, but only through loops. In this framework, κγ and
κg may be treated in two different ways. They can be considered as ef-
fective coupling modifiers, independent from the other κj, or they may
be expressed in terms of the other κj, assuming that the loop contribu-
tions to the photon and gluon couplings to the Higgs boson are the ones
predicted by the SM. The latter can be expected to yield more precise val-
ues of κj, with the caveat of assuming no BSM effects contributing to the
loops.

Both experiments made fits using at least one of the prescriptions,
obtaining results compatible with the SM in all cases. CMS results are
shown in Figure 2.3a, for which κγ and κg are kept as effective coup-
lings. The EWSB mechanism predicts the proportionality between the
coupling of a particle to the Higgs boson and the particle mass, in the
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(a)

(b)

Figure 2.3: (a) Coupling modifiers κj measured by CMS, using effective coupling
modifiers for photons and gluons [64]. (b) Reduced couplings (yF = κF

mF
v for fermions

and yV =
√

κV
mV
v for vector bosons) measured by ATLAS, as a function of the

corresponding particle mass [63]. The loop-induced κγ and κg were defined as
functions of the other κj. The dashed line indicates the SM prediction.

case of fermions, or mass squared, in the case of vector bosons. ‘Reduced
couplings’ are defined as κF

mF
v for each fermion F and

√
κV

mV
v for each

vector boson V, such that they are both predicted to be proportional to
the corresponding particle mass. The ATLAS result in Figure 2.3b, shows
reduced couplings as a function of particle mass, from a fit in which κγ

and κg are expressed in terms of other κj.

In the SM, the Higgs boson is a spin-0, CP-even particle (JCP = 0+).
For the Higgs boson discovered at the LHC, the spin-1 scenario is ex-
cluded by the observation of the diphoton decay, which is forbidden for
a massive spin-1 particle. Measurements have been performed by AT-
LAS [65] and CMS [66] to exclude other scenarios of spin and parity,
using the whole dataset of LHC Run 1 (approximately 5 fb−1 of data at
√

s = 7 TeV and 20 fb−1 at
√

s = 8 TeV). Both analyses focused on the final
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states γγ, 4` and WW∗ → `ν`ν. The SM hypothesis was tested against
several BSM scenarios, including various spin-2 scenarios and a negative
parity spin-0 scenario. All the spin-2 hypotheses were excluded at confid-
ence levels greater than 99% and the pure pseudoscalar hypothesis was
excluded with confidence levels above 99.9% by both experiments.

Anomalous couplings between the Higgs boson and vector bosons,
including CP-violating terms, were also studied [65, 66, 67, 68, 69, 70,
71]. All the measurements reported consistency with SM predictions and
stringent limits have been put on anomalous CP-odd interactions. For
example, the CMS analysis of Ref. [70] combines measurements of VBF
Higgs boson production (with H → ττ) and of the H → 4` channel (ggF,
VBF and VH production modes) to probe the anomalous couplings. It
sets an upper limit on the anomalous CP-odd cross-section fraction f
of 0.092 with a 95% confidence level. Although the limits on CP-odd
couplings between the Higgs boson and vector bosons are strong, this
does not translate trivially into a statement about the CP nature of the
125 GeV Higgs boson. A CP-odd Higgs boson is not allowed to couple
at tree level to gauge bosons [72], which means that decays of such a
particle into WW and ZZ, as well as production via VH and VBF, can
only occur through loops and are expected to be highly suppressed when
compared to the CP-even scenario. Thus, a large CP-odd component
to the 125 GeV Higgs boson could in principle exist, while leaving the
couplings to vector bosons very SM-like. Couplings to fermions, on the
other hand, are allowed at tree level for CP-even and CP-odd states alike,
thus providing an irreplaceable test to the nature of the Higgs boson.

2.3 Probing the top-Higgs interaction

The top quark, being the most massive fermion, is expected to have the
largest coupling to the Higgs boson, making it a preferred candidate for
probing the Yukawa sector. In the κ framework, the interaction between
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the top quark and the Higgs boson can be written as

LHtt̄ =
mt

v
κt t̄tH. (2.9)

Well motivated new physics models may result in a top quark Yukawa
coupling to the 125 GeV Higgs boson with CP-even and CP-odd com-
ponents, as was shown in Section 1.2.4. One possible generalisation of
the SM interaction that accommodates both components is

LHtt̄ =
mt

v
t̄(κt + iκ̃tγ5)tH, (2.10)

=
mt

v
κ′t t̄(cos α + i sin αγ5)tH, (2.11)

where the two lines correspond to different parameterisations describing
the same space of physics scenarios. In the first parameterisation, κt and
κ̃t are real coupling modifiers of the CP-even and CP-odd components
of the coupling, respectively. The SM coupling is recovered by setting
κt = 1 and κ̃t = 0, a pure CP-odd coupling has κt = 0 and κ̃t 6= 0,
and a CP-mixed coupling has both κt 6= 0 and κ̃t 6= 0. In the second
parameterisation, κ′t is a modifier affecting both the CP-even and CP-
odd components of the coupling, and α is a CP-mixing angle. The SM
scenario corresponds to κ′t = 1 and α = 0, a pure CP-odd scenario is
obtained with α = ±π/2 and κ′t 6= 0. A CP mixture will occur whenever
α is not an integer multiple of π/2, with maximal CP-violation when α =

π/4+ kπ/2, with integer k. In this document, both parameterisations are
used because either one or the other may provide more clarity, depending
on the context.

The large top quark Yukawa coupling is a privileged probe into the
Higgs boson CP nature, if α is universal or similar across all fermions.
However, it is in principle possible that the size of CP-odd contributions
is different for different fermions, and the couplings of all fermions to the
Higgs boson should be addressed. Before focusing exclusively on the top
quark, a complementary process worth mentioning here is the already
observed decay of the 125 GeV Higgs boson to τ leptons. This decay
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provides direct access to the τ Yukawa coupling, and its CP nature has
some observable impact on the final state. The CMS collaboration meas-
ured directly the CP nature of this coupling, by analysing H → ττ events
in the full Run 2 dataset [73]. Angular correlations between the decay
planes of the τ leptons were used to obtain sensitivity to the CP-mixing
angle, which was measured to be 4± 17◦. The pure CP-odd scenario was
excluded with a significance of 3.2 standard deviations.

2.3.1 tt̄H production

The most relevant process that allows direct measurement of the top
quark Yukawa coupling at the LHC is tt̄H production. In this process,
there is always one vertex of interaction between the Higgs boson and a
t or t̄ in the leading production diagrams. It is a relatively rare process
at the LHC, with a predicted SM production cross-section of 507 fb at
√

s = 13 TeV [59].

Search and cross-section measurements

Both ATLAS and CMS collaborations observed the tt̄H production
process at the LHC [74, 75], when combining results of several analysis
channels from the LHC Runs 1 and 2. The channels contributing to the
combination are similar across the experiments: the bb̄ channel, which
targets the Higgs decay into bb̄; the multilepton channel, which focuses
on final states where the Higgs decays either into τ leptons or bosons,
the latter decaying at least partially into leptons, and the rare γγ channel,
which nevertheless provides a clean final state for detection. In broad
terms, the strategies used in each channel are also not very different and
are briefly described here.

Analyses of the multilepton channel rely on several final states, cat-
egorised by number of electrons and muons (referred to just as leptons)
and by number of (hadronically-decaying) τ leptons. By requiring that
the number of leptons and τ leptons combined is at least three or that
there is a same-sign lepton pair, background events with leptons from
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the tt̄ decay alone are mostly rejected, and the categories are enriched
in leptonic decays of the Higgs boson. All final states are also required
to have additional jets identified as resulting from the hadronisation of
b quarks (b-tagged jets), expected from the tt̄ decay. The downside of
high lepton multiplicity is that this channel becomes sensitive to the
background due to fake and non-prompt leptons. Fake leptons are ob-
jects mistakenly identified as electrons (narrow jets or photons) or muons
(jet constituents punching through the calorimeters into muon detectors).
Non-prompt leptons are true leptons originating from secondary pro-
cesses irrelevant for the analysis, such as leptonic decays of hadrons or
photon conversions.

The H → bb̄ channel is mainly divided in categories depending on the
number of leptons (e or µ): zero (in the CMS analysis only), one, or two,
respectively targeting the tt̄ fully-hadronic, semileptonic and dileptonic
decays. Events are selected with at least 3 b-tagged jets. Within the
semileptonic final state, ATLAS includes an additional ‘boosted’ category,
targeting Higgs bosons produced with high transverse momentum (pT)
that decay into a pair of b quarks with small angular separation. Both ex-
periments make use of the b-tagging discriminant scores of the jets. Those
values, together with kinematic variables, are used to build one or more
layers of multivariate methods with the purpose of separating signal from
backgrounds. The main background for this channel is tt̄ production in
association with additional jets (tt̄ + jets). The component in which at
least one of the additional jets is initiated by a b quark (tt̄ +≥1b) domin-
ates in the signal-rich phase-space. Modelling of the tt̄+≥1b background
is particularly challenging, and constitutes the main source of uncertainty
in this measurement.

The H → γγ channel divides its tt̄H-enriched categories into leptonic
and hadronic, to target the different tt̄ decays. The leptonic category is ob-
tained by requiring, besides the diphoton signature, at least one prompt
lepton (e or µ). In both categories, additional jets are required. Signal
sensitivity is enhanced by using multivariate methods. A fit is performed
to the diphoton invariant mass distribution of events, in which analyt-
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ical functions are used to parameterise the background continuum and
the signal peak. The parameters of these functions are extracted dir-
ectly from the data, making the γγ channel less dependent on physics
modelling by MC event generators than other channels. This results in
relatively small systematic uncertainties which, together with the small
BR of H → γγ, make this channel statistically dominated, thus expected
to greatly improve in sensitivity as data taking continues.

In the combination of all channels at
√

s = 13 TeV, the ATLAS collab-
oration observed the tt̄H process [74]. The distribution of the diphoton
invariant mass in the H → γγ events used in the combination is shown
in Figure 2.4a, where weights are applied to data according to the signal
purity of the category into which they are selected. The leading system-
atic uncertainty sources to the ATLAS observation were the modelling of
tt̄ +≥1b, the modelling of tt̄H signal, the estimate of backgrounds due to
fake and non-prompt leptons, and the jet energy scale and resolution. In a
more recent result, using up to 139 fb−1 of Run 2 data and simultaneously
measuring the signal strengths of several Higgs production processes, AT-
LAS measured a tt̄H + tH signal strength of 1.10+0.16

−0.15(stat.)
+0.14
−0.13(syst.) [63].

The CMS collaboration observed tt̄H production already with the Run
1 and Run 2 results combined [75]. When combining several channels and
datasets, a fit is performed to many binned distributions, where bins may
be regarded as analysis categories with varying signal-to-background ra-
tios. Figure 2.4b shows data, signal and background yields in all the ana-
lysis categories combined, binned by signal-to-background ratio of the
category. The leading sources of systematic uncertainty in the measure-
ment include b-tagging, identification of leptons, energy scales of jets and
τ leptons, modelling of tt̄ production in association with W, Z, b and c,
and modelling of the tt̄H signal. In a later analysis, using a larger dataset
for measuring Higgs boson production rates, CMS reported a tt̄H signal
strength of 1.14± 0.13(stat.)

+0.17
−0.15(syst.) at

√
s = 13 TeV [64].
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Figure 2.4: (a) Invariant mass of the diphoton system in the H → γγ events used in the
ATLAS combination [74]. Events are weighted by ln(1 + S/B), where S and B are the

signal and background yields in the smallest mass window containing 90% of signal in
the category into which the event is selected. Lines show the fitted functions used to

model the background and signal components. (b) Data, signal and background yields
in all the analysis categories combined by CMS [75], binned by logarithm of the

signal-to-background ratio of the category. Two signal hypotheses are shown: with the
SM expected strength (µ = 1) and with the best-fit strength (µ = 1.26).

CP measurements in H→ γγ

Direct measurements of the CP nature of the top quark Yukawa coup-
ling have been performed by the ATLAS and CMS collaborations in tt̄H
production, with the Higgs boson decaying into two photons [76, 77]. The
analysis strategies adopted by the two experiments are similar enough to
allow a common description.

As in the cross-section measurement, the analyses start from a di-
photon selection and a classification of events into leptonic and hadronic
categories. In the hadronic category, both experiments use a boosted de-
cision tree (BDT) to identify jet triplets as compatible with resulting from
a top quark decay. Classification BDTs are also used for discriminating
signal from backgrounds, with dedicated training in each category. The
main backgrounds present in the signal-enriched phase-space are γγ+jets
and tt̄ + γγ. Events with a low score of the signal/background classifica-
tion BDT are removed. In the remaining signal-rich regions, an additional
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BDT, called CP BDT, is used to discriminate between CP-even and CP-
odd signal hypotheses. Events are further divided into categories, in two
splittings made in succession, the first based on the signal/background
BDT score and the second based on the CP BDT score.

In order to perform the measurement, the tt̄H estimate is paramet-
erised in terms of the coupling CP structure using MC samples. Both
experiments include an estimate for the Higgs boson production in asso-
ciation with a single top or anti-top quark (tH) and also parameterise its
rate in terms of the coupling. ATLAS also parameterises the shape and
includes this process in the training of the CP BDT. In the CMS meas-
urement, the exclusion of the region with negative κt is not pursued, and
that parameter is only allowed to be positive. A fit is performed simul-
taneously to the diphoton mass distribution using all categories. Signal
and background distributions are parameterised by analytical functions.

Both experiments report 0 as the best-fit value for α. The observed
exclusion significances of the CP-odd scenario were 3.9 and 3.2 stand-
ard deviations in the ATLAS and CMS measurements, respectively. The
ranges of α excluded with a 95% confidence level (CL) were α > 43◦ and
α > 55◦ for ATLAS and CMS, respectively. In addition, ATLAS reported
its first upper limit on the tH production signal strength, at 12 times the
SM prediction with a 95% CL. These measurements are statistically dom-
inated. Figure 2.5a summarises the ATLAS result in the (κt, κ̃t) plane,
where the SM prediction and best-fit point are represented, as well as
exclusion contours at different significance levels. Figure 2.5b shows dis-
tributions of the CP BDT used by CMS, for the observed data and for the
CP-even and CP-odd signal hypotheses, and the log-likelihood profile of
a parameter equivalent to sin2 α.

2.3.2 Beyond tt̄H production

An intriguing feature of the top quark Yukawa coupling is that it may
have a determinant role in the stability of the vacuum. If the SM is as-
sumed to be a valid theory for energies up to the order of the Planck scale,
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(a) (b)

Figure 2.5: Results of the direct measurements of the CP nature of the top quark
Yukawa coupling in tt̄H production, with H → γγ. (a) ATLAS results in the (κt, κ̃t)

plane, together with the SM point [76]. The best-fit point is shown, as well as the
exclusion contours at significances of 1, 2 and 3 standard deviations. (b) Distributions
of the CP BDT used by CMS, for the observed data and for the CP-even and CP-odd
signal hypotheses, and the log-likelihood profile of a parameter equivalent to sin2 α.

the Higgs quartic self-coupling λ, as defined in Section 1.1.3, must be cor-
rected for loop contributions, which become more and more important at
higher energy scales [78]. In particular, this running value of λ is very
sensitive to the mass of the Higgs boson and to the top quark Yukawa
coupling, since it is the only Yukawa coupling of order unity. For correc-
tions near the Planck scale, a large top Yukawa coupling could drive λ

to zero and even negative values. This change of sign has a qualitative
impact on the Higgs potential V(φ). Depending on λ, the SM vacuum
could either be stable (i.e., a global minimum of V(φ)), metastable (a
local minimum) or unstable (not a minimum at all). The requirement that
the SM vacuum is a stable one results in a constraint between the Higgs
boson and the top quark masses. The currently measured mass values
are compatible with the stability constraint within uncertainties, but the
central values fall into the metastable region. It is unsettling to conceive
the known Universe as living in a metastable vacuum. In that scenario, it
could in principle evolve via tunneling into another, more stable, vacuum,
with destructive consequences. This existential concern is an additional
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motivation for precise determination of the Higgs boson mass and of the
top quark Yukawa coupling.

There are indirect constraints on the CP-odd component of the top
quark Yukawa coupling. One of them comes from the precise measure-
ment of the electric dipole moment (EDM) of the electron [79]. If the
Higgs field couples both to the top quark and to the electron, the elec-
tron is expected to have contributions to its EDM proportional to κ̃tκe and
κtκ̃e. Assuming an SM-like electron Yukawa coupling, only the former
contribution remains. Making that assumption, the very stringent upper
limit κ̃t < 0.01 has been set [79]. Since then, the electron EDM has been
measured with precision improved by nearly one order of magnitude by
the ACME collaboration [80], which brings the upper limit on κ̃t closer
to 0.001. Of course, it is possible to make different assumptions on the
Yukawa couplings or to include additional sources of CP violation that
remove this constraint. In particular, the Higgs boson couplings to the
first generation of fermions have not yet been directly constrained.

Processes at the LHC, other than tt̄H, can be explored as probes to the
top quark Yukawa coupling. One such process, which is directly depend-
ent on the top quark Yukawa coupling, just like tt̄H, is tH production. It
has the unique feature of being sensitive to the relative sign of the coup-
ling with respect to the HWW coupling, due to destructive interference
between production diagrams with a top-Higgs vertex and those with a
W-Higgs vertex. Interfering diagrams are depicted in Figure 2.6a [81].
This process is flavour-violating and thus much less likely to occur than
tt̄H, with a cross-section of merely 77.1 fb at

√
s = 13 TeV [59]. The CMS

collaboration searched for tH production and measured the ratio between
the top quark Yukawa coupling and its SM prediction [83]. The result was
the exclusion with a 95% CL of values outside the intervals [−0.9,−0.5]
and [1.0, 2.1]. The interference between diagrams is nearly maximally
destructive in the SM scenario, such that in the presence of a CP-odd
coupling, the tH production cross-section can be significantly enhanced.
This behaviour, which is just the opposite from tt̄H, can be exploited by
analyses sensitive to both processes to improve the constraint on the CP-
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(a)

(b)

Figure 2.6: (a) Diagrams which interfere destructively in tH/t̄H production, with the
WH vertex in blue and the top quark Yukawa vertex in red [81]. (b) Expected

enhancement of the tH/t̄H production cross-section as a function of α in the 14 TeV
LHC [82].

odd contribution. The expected cross-section enhancement at 14 TeV as a
function of α is depicted in Figure 2.6 [82]. Asymmetries sensitive to the
top quark polarisation in tH have shown potential for measuring α [82].
Combining the H → bb̄ and H → γγ channels, such a method can be
used to exclude α > π/4 at the 2σ level using 3 ab−1 of data from the
LHC.

The large top quark Yukawa coupling ensures that the dominant
Higgs production channel at the LHC, ggF, gets its main SM contribution
from top quark loops. However, because it is loop-induced, this process
cannot be used to measure the top quark Yukawa coupling directly. Any
measurement in that process is indirect, in the sense that it requires some
assumptions about relative contributions to the loop, not only from SM
sources, but also from possible BSM ones. Examples of such measure-
ments are the results in the κ framework of Refs. [63] and [64], in which
κg is written in terms of other κj. Measurements of this process, as well as
other Higgs boson production and decay modes at the LHC, also provide
indirect constraints on the CP nature of the top quark Yukawa coupling.
In Ref. [72], the authors combine the allowed intervals of Higgs boson
signal strengths and decay rates reported by ATLAS and CMS after the
full LHC Run 1, as well as those obtained by the Tevatron experiments.
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(a) (b)

Figure 2.7: (a) Allowed scenarios in the (κt, κ̃t) plane – labelled (at, bt) – obtained from
a fit to LHC Run 1 and Tevatron Higgs production and decay rate results [72]. The
black points indicate best-fit scenarios, the star is the SM scenario, and the yellow,

green and blue areas are the allowed regions with a 68%, 95% and 99.7% CL,
respectively. (b) κt and κ̃t measured by CMS, from the combination of ggF production

(with H → 4`) and tt̄H (γγ) CP measurements, using the full Run 2 dataset [71].

The effective Higgs couplings to gluons and photons are modified by
factors expressed in terms of κt and κ̃t, assuming no BSM particles in the
loop. Fixing all the other couplings to be SM-like, κt and κ̃t are fitted
simultaneously. The result is summarised in Figure 2.7a, where it can be
seen that a wide range of values for κ̃t is still allowed. Although this fit
includes tt̄H signal strength measurements, it is dominated by the meas-
urements of ggF production signal strength and H → γγ decay rate. The
CMS collaboration used H → 4` events, mostly from ggF production, to
indirectly constrain the CP properties of the top quark Yukawa coupling,
assuming the SM loop structure in the production [71]. The full Run
2 dataset was used and sensitivity was greatly enhanced by combining
this measurement with the direct measurement made in tt̄H (H → γγ)
CP analysis from Ref. [77]. Figure 2.7b shows the results in the (κt,κ̃t)
plane. Higgs production via ggF has also been studied by the ATLAS
collaboration with the purpose of constraining the CP of the top quark
Yukawa coupling [84]. The analysis focused on the WW final state, using
kinematic distributions of additional jets in the event as discriminant
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Figure 2.8: Processes at the LHC, besides Higgs boson production processes, that are
sensitive to the top quark Yukawa coupling. Examples of Feynman diagrams in which

the Yukawa coupling is relevant are shown. (a) tt̄tt̄ production. (b) tt̄ production.

observables. Analysing 36.1 fb−1 of Run 2 data, and using both rate and
shape information to constrain the mixing angle, the observed tan α was
0.0± 0.4(stat.)± 0.3(syst.).

Sensitivity to the top-Higgs interaction is also provided by the ex-
tremely energetic process of four top quark (tt̄tt̄) production. Among the
Feynman diagrams contributing to the process, some involve a Higgs bo-
son propagator between top quark lines, as can be seen in Figure 2.8a.
The amplitude of such diagrams depends quadratically on the coupling
(whereas in tt̄H production they are proportional), providing extra sens-
itivity to large deviations from the SM. The ATLAS collaboration found
evidence for tt̄tt̄ production at the LHC, by analysing multilepton final
states in the full Run 2 dataset [85]. The measured cross-section was
24+7
−6 fb, corresponding to an exclusion significance of the background-

only hypothesis of 4.3 standard deviations. The CMS collaboration also
searched for this process and interpreted the results in terms of the top
quark Yukawa coupling [86]. No evidence for signal was found and up-
per limits were set with a 95% CL: 22.5 fb for the cross-section and 1.7 for
the absolute value of the ratio between the Yukawa coupling and its ex-
pectation in the SM. Production of tt̄tt̄ is also affected by the CP nature of
the top quark Yukawa coupling. The rising of the cross-section as a func-
tion of the Yukawa coupling is much faster for the CP-odd component
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than for the CP-even component [87]. Using that cross-section depend-
ence, the CMS upper limit on the cross-section can be naively interpreted
as an upper limit on κ̃t of 0.96.

Production of tt̄ pairs, a relatively common process at the LHC, also
allows studies of the top quark Yukawa coupling. The exchange of virtual
Higgs bosons between the produced top quarks is governed by that coup-
ling, as shown in the Feynman diagram of Figure 2.8b. The presence of
these interactions has observable effects on kinematics of the top quarks
and their decay products. CMS measured a coupling strength (ratio to the
SM prediction) by searching for those effects in the dilepton final state.
The obtained result was 1.16+0.24

−0.35 with a 68% CL, and the interval [0, 1.62]
with a 95% CL [88].
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As discussed in Section 2.3.1, production of tt̄H is the preferred dir-
ect probe to the top quark Yukawa coupling at the LHC. This chapter
presents a summary of the observable effects in this process when in
the presence of a CP-odd component in the coupling, and an attempt is
made at providing physics arguments that motivate their use. Section 3.1
provides theoretical considerations about the different diagrams contrib-
uting to tt̄H production that lead to expected differences in kinematics
between the CP scenarios. Candidate tt̄H observables to be used in ana-
lyses of the top-Higgs coupling CP structure are presented in Section 3.2.
Finally, Section 3.3 shows a projection of future sensitivity to this CP
structure using only the H → bb̄ analyses.

3.1 Diagram contributions

In quark(qq)-initiated production at the LHC, the impact of the CP
nature of the Higgs boson in the kinematics of tt̄H production can be
understood from an argument of conservation of angular momentum and
parity. This argument has been made for the very similar process of tt̄H
production at e+e− colliders [89]. The diagram for qq-initiated production
is represented in Figure 3.1a. In this process, the intrinsic parity of the
initial state is (+1)× (−1) = −1. The intrinsic parity of the final state is
−1 or +1, depending on the Higgs boson being a scalar or pseudoscalar,
respectively. If parity conservation is imposed, any change in intrinsic
parity must be accompanied by a change in extrinsic parity, which is
realised by an odd transition in orbital angular momentum. Very close
to the production energy threshold, this implies that the tt̄H system will
have orbital angular momentum 0 and 1, in the scalar and pseudoscalar
scenarios, respectively. The result is that, for a pseudoscalar, the cross-
section rises more softly with the deviation from threshold.

At the LHC, qq-initiated production is less important than gluon(gg)-
initiated production, which includes a gluon-mediated s-channel and a
top-mediated t-channel. All leading-order diagrams for tt̄H production
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Figure 3.1: Leading order diagrams for tt̄H production at the LHC. All possible
diagrams can be obtained from particle/anti-particle exchanges and the exchange of

gluon lines in the t-channel. (a) qq-initiated production. (b) gg-initiated s-channel
production. (c) t-channel production, with the Higgs boson being radiated off by the
top quark exchanged in the t-channel (internal). (d) t-channel production, with the

Higgs boson being radiated off by the external top quark (external)

at the LHC are represented in Figure 3.1, considering implicitly those
obtained from exchanging particles for anti-particles and exchanging the
gluon lines in the t-channel. Interestingly, the gluon-initiated s-channel
displays the same kind of suppression close to threshold as the quark-
initiated production, while the gluon-initiated t-channel does not [72].
Within t-channel diagrams, a relevant distinction can be made between
those in which the Higgs is radiated off by the top exchanged in the t-
channel (Figure 3.1c) and those in which it is radiated off by one of the
“external” top quark lines (Figure 3.1d). Those will be referred to as in-
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Table 3.1: Relative contributions of the different diagrams to the tt̄H production
cross-section, in the CP-even and CP-odd scenarios. Cross-sections were computed at
leading order, using MadGraph5_aMC@NLO [90] with the HC UFO model [91, 92],

for the 13 TeV LHC. The results among the interfering gg diagrams should only be
taken qualitatively: they are affected in unknown proportion by the interference terms

and may not be gauge invariant.

Contribution to σtt̄H (%)
Diagram CP-even CP-odd

qq 29 9
gg s-channel 4 1

gg t-channel internal 18 67
gg t-channel external 49 23

ternal and external, respectively. An indication of the relative importance
of each diagram to the total cross-section can be obtained from a calcula-
tion at leading order (LO), using MadGraph5_aMC@NLO [90] with the
Higgs Characterisation (HC) UFO model [91, 92]. The extent to which
the quantitative results among gg diagrams can be interpreted is limited:
the distribution of the interference terms across the resulting fractions is
not known and the fractions themselves are not guaranteed to be gauge
invariant. The results of such a calculation are shown in Table 3.1. The
suppression of s-channel production near threshold has a large impact on
the overall contribution of s-channel production, which drops from 33%
in the CP-even scenario to 10% in the CP-odd scenario. Besides that, the
two scenarios also display very different relative contributions of the t-
channel internal and external components. In case of a CP-odd coupling,
t-channel production is dominated by internal diagrams. This is in op-
position to the CP-even scenario, in which external diagrams dominate.

How the fractions in Table 3.1 are related to the differences in kin-
ematics between CP-even and CP-odd tt̄H prodution can be partially
understood by examining the amplitudes of each of these diagrams, pub-
lished in Ref [93]. Let s be the squared centre-of-mass energy, g1 and g2

the four-momenta of the initial gluons, and k, k̄ and h the final state four-
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momenta of t, t̄ and H, respectively. The amplitudes are found to have
the following dependences:

M s-channel ∝
1
s

1
2h · k + m2

H
+ [k↔ k̄] (3.1)

Minternal
t-channel ∝

1
k · g1

1
k̄ · g2

+ [g1 ↔ g2] (3.2)

Mexternal
t-channel ∝

1
2h · k + m2

H

1
k̄ · g2

+ [k↔ k̄, g1 ↔ g2]. (3.3)

The terms inside square brackets are used to abbreviate additional terms,
obtained from exchanging the indicated momenta in the given expres-
sions. The inner product of two four-momenta is minimised when the
space components are parallel. It follows that s-channel production is en-
hanced when one of the final-state top quarks travels with a small angle
with respect to the Higgs boson. On the other hand, t-channel produc-
tion favours having at least one of the top quarks travelling close to the
beam axis. In the case of the internal diagram, production is enhanced
when both top quarks travel close to the beam axis, in opposite direc-
tions. In the external diagram, the preference is for one of the top quarks
to travel close to the beam axis, and the other close to the Higgs boson.
Bringing this together with the information from Table 3.1, some features
can be expected in the kinematics of CP-odd tt̄H production with respect
to the CP-even case: higher relative importance of the internal t-channel
enhances the production of top quark pairs travelling closer to the beam
axis in opposite directions, and suppression of s-channel production close
to the energy threshold results in a higher fraction of events in which the
final state particles have high momentum. In the transverse plane, this
higher momentum is expected to be most evident for the Higgs boson,
as the top quarks travel closer to the beam axis. The expectations drawn
from the arguments presented above are confirmed by differential dis-
tributions obtained from calculations and event generation. Numerous
studies have put forward proposals for observables that could be used in
a measurement of the top-Higgs coupling CP in tt̄H production. Choos-
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ing observables from the different studies based on their potential for
experimental use is not always possible, since the studies consider vary-
ing levels of experimental realism when drawing their conclusions. The
discussion for the rest of this chapter is rather guided by the primary con-
cern of representing the various motivations and techniques for building
the observables.

3.2 Observable effects

3.2.1 Inclusive cross-section

The decrease in production cross-section is the most immediately re-
cognisable effect of a non-zero α in the coupling, assuming that κ′t is fixed.
Figure 3.2a shows the relative cross-section dependence with |α|, for the
H → γγ and H → bb̄ final states and for several pp centre-of-mass en-
ergies [94]. For computing the H → γγ decay rate, the Higgs coupling
to the W is assumed to be proportional to κt. Assuming κ′t fixed to 1, a
tt̄H cross-section measurement at the SM value with 20% uncertainty at
14 TeV would imply the constraint |α| < π/6 [81]. Measuring the total
production cross-section is obviously not enough to constrain two para-
meters of the coupling at the same time. It is only useful to constrain
α assuming a fixed value of κ′t, which merely consists of reinterpreting
a signal strength measurement, rather than probing any structure in the
coupling. Instead, two parameters can be constrained simultaneously
by exploiting asymmetries or distribution shapes of observables in tt̄H
production that are sensitive to the relative CP-even and CP-odd contri-
butions. The cross-section of tt̄H production contains terms proportional
to κ2

t + κ̃2
t and terms proportional to κ2

t − κ̃2
t [95]. Separately enhancing

sensitivity to the two kinds of terms allows a measurement of the sizes of
κt and κ̃t.
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(a)
(b)

Figure 3.2: (a) tt̄H production cross-section relative to the SM as a function of |α|, for
the H → γγ and H → bb̄ final states and for several pp centre-of-mass energies [94].
For the H → γγ decay, the Higgs coupling to the W is assumed to be proportional to

κt. (b) Distributions of Higgs boson pT revealing differences of behaviour near
threshold in tt̄H production at the 14 TeV LHC, for the CP-even (at = 1, bt = 0),
CP-odd (at = 0, bt = 1) and maximally CP-mixed (at = 1, bt = 1) scenarios [72]. The
parameters at and bt correspond exactly to κt and κ̃t, defined previously in the text.

3.2.2 Suppression near threshold

Different behaviours near threshold are captured in the distribution
of mtt̄H, which is the invariant mass of the tt̄H system [72, 81]. Because
it may not always be possible to correctly reconstruct the full system in
experiment, an alternative to probe this behaviour is the Higgs boson
pT [72, 96]. The distribution of the Higgs boson pT in tt̄H production at
the 14 TeV LHC is shown in Figure 3.2b, where the CP-even and CP-odd
scenarios can be compared (as well as a mixed scenario) [72]. Suppression
near threshold is evident in the much slower rise of the distribution for
the CP-odd case. Remarkably, the distributions become nearly indistin-
guishable for a Higgs boson pT above 200 GeV. Because the Higgs boson
recoils against the tt̄ system in the transverse plane, it is expected that
a higher pT of the Higgs boson is correlated with a smaller azimuthal
angular difference between the top quarks. Indeed, this azimuthal angle
difference, called ∆φ(t, t̄) has also been proposed as a CP-discriminating
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observable [72]. This correspondence between a feature in a pT distri-
bution and a feature in an angle could be advantageous, since angular
quantities are less affected by the experimental uncertainties in the en-
ergy of jets.

3.2.3 Top quark polar separation

Regarding the enhanced separation between the top quarks in polar
angle (measured with respect to the conventionally positive side of the
beam axis) in CP-odd production, it is exploited by the observable ∆ηtt̄,
the absolute pseudorapidity difference between the top quarks [96] 1. Fig-
ure 3.3a shows normalised distributions of this observable, for CP-even,
CP-odd and CP-mixed scenarios at the 13 TeV LHC [96]. In the dileptonic
final state of tt̄, the presence of two neutrinos makes it difficult to recon-
struct the top quarks, and alternatives that do not require reconstruction,
such as ∆η`` (absolute pseudorapidity difference between leptons), may
also be explored. An asymmetry built from ∆η`` could be useful, around
a value close to 1.5 that maximises sensitivity to the CP nature of the
coupling [97].

Several products of top quark momentum projections have been sug-
gested as observables for separating CP-even and CP-odd tt̄H produc-
tion [95]. The ones found to be most discriminant are defined as:

b2 =
~pTt · ~pTt

pt pt
, (3.4)

b4 =
pz

t pz
t

pt pt
. (3.5)

Both observables are able to capture the effect of enhanced polar separ-
ation between the top quarks. For top quarks with a larger longitudinal

1Pseudorapidity, denoted by η, is defined as − ln(tan(θ/2)), where θ is the polar
angle. A central direction corresponds to η close to 0, while a very forward (backward)
direction corresponds to large positive (negative) η. In the massless or ultra-relativistic
limit, the pseudorapidity difference of two particles, denoted ∆η, is invariant under
boosts of the two-particle system along the beam axis.
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Figure 3.3: Enhanced top quark polar separation in CP-odd production. (a)
Normalised distributions of ∆η between the top quarks in tt̄H production at the 13 TeV
LHC, for the CP-even (0+), CP-odd (0−) and maximally CP-mixed (0±) scenarios [96].

(b) Normalised distributions of b4, for tt̄H (H → bb̄) and tt̄ + bb̄ events, in the tt̄→
dilepton channel [9]. The tt̄A scenario means pure CP-odd production.

component of momentum, the magnitude of b2 is smaller, while that of
b4 is larger. Furthermore, the sign of b4 is negative whenever those lon-
gitudinal components have opposite signs, and is positive otherwise. The
sign of b2, on the other hand, depends on whether ∆φ(t, t̄) is above or
below π/2. Due to this dependence, b2 is not only sensitive to the effect
of enhanced top quark polar separation, but also to the suppression of
production near threshold.

Normalised distributions of b4 are shown in Figure 3.3b, for CP-
even and CP-odd tt̄H production at the 13 TeV LHC, as well as for the
tt̄ + bb̄ process, which is the dominant background in the H → bb̄ final
state [9]. In this final state, the average of the b4 distribution was found
to provide enough discrimination to expect evidence of an α = 0.3π scen-
ario already with 300 fb−1 of LHC data, considering only the semileptonic
channel [94].

3.2.4 Role of the tt̄H rest frame

In pp collisions at the LHC, only a constituent from each proton (a
quark or a gluon) participates in the initial state of the high-energy pro-
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cess, carrying a fraction of the longitudinal momentum of the proton.
Thus, the longitudinal momentum of the initial state in pp collisions var-
ies widely. Distributions of final state kinematic features evaluated in the
lab reference frame carry an implicit integration over all possible values
of this initial longitudinal momentum. This may dilute effects such as the
ones discussed so far about the production kinematics of tt̄H in the dif-
ferent CP scenarios. One possible way to avoid this loss of information is
to evaluate the relevant quantities in the tt̄H rest frame. Doing so makes
the observables also more robust with respect to additional high-pT radi-
ation, which would degrade the same features were they to be measured
in the lab frame.

In Ref. [3], the possibility of using observables evaluated in the tt̄H rest
frame for determining the CP nature of the top quark Yukawa coupling
was studied. Samples for CP-even and CP-odd tt̄H (both with κ′t = 1),
as well as for tt̄ + bb̄ production, were generated at NLO accuracy with
MadGraph5_aMC@NLO, using the HC UFO model for the tt̄H pro-
cesses. Distributions with NLO accuracy including parton shower (PS)
effects were obtained by retrieving the four-momenta of top quarks, H,
and b quarks (for tt̄ + bb̄) from the step in the MC event history after the
PS, but before the decay/hadronisation of the respective particle.

In Figure 3.4, angular separations between the Higgs boson and the
top quarks, in the tt̄H rest frame, are represented in two-dimensional
distributions. The x axis corresponds to the angle between the Higgs
boson and the near top quark – t or t̄, the one whose direction makes
the smallest angle with that of the Higgs boson in the tt̄H rest frame.
The y axis corresponds to π minus the angle between the Higgs boson
and the far top quark. As expected from the discussion about the LO
tt̄H production diagrams, in the case of CP-even production, the Higgs
boson tends to be produced very close to one of the top quarks and almost
back-to-back to the other one. For the CP-odd signal, the Higgs boson
is found to have a wider distribution of angular distances with respect
to both top quarks. The observation of these clear differences when the
angles are evaluated in the tt̄H rest frame motivated the search for other
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Figure 3.4: Normalised two-dimensional distributions at NLO including shower effects,
of the angle between the Higgs boson and the near top quark (x-axis) and the angle

between the Higgs boson and the far top quark (y-axis), both measured in the tt̄H rest
frame. (a) CP-even tt̄H. (b) CP-odd tt̄H (labelled tt̄A).

distributions in which the boost to the tt̄H rest frame were beneficial to
the determination of the CP nature of the top quark Yukawa coupling.

All observables from Ref. [95] were studied in the tt̄H rest frame. The
CP discrimination provided by the distributions of b2, and to a smaller
extent b4, is enhanced with respect to the lab frame versions. Figure 3.5
shows distributions of b2 at NLO with PS effects, without any selection
cuts, in the laboratory and tt̄H frames, for CP-even and CP-odd tt̄H
scenarios, as well as for the dominant background tt̄ + bb̄.

The dileptonic final state of tt̄, with H decaying to bb̄, was considered
to study the sensitivity of the observables defined in the tt̄H rest frame.
An analysis was implemented, where event generation, simulation and
kinematic reconstruction were performed for the conditions of LHC Run
2 pp collisions (

√
s = 13 TeV). This analysis chain had previously been

discussed in detail in Ref. [9]. In addition to the signal and tt̄ + bb̄
samples presented above, backgrounds from tt̄ + jets (with up to 3
additional non-b jets), tt̄V, single top quark, diboson (WW, WZ, ZZ),
W + jets and Z + jets, were generated at LO accuracy in QCD with
MadGraph5_aMC@NLO. The Delphes [8] program was used for a fast
simulation of a general-purpose collider experiment, using the default
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Figure 3.5: Normalised b2 distributions at NLO including PS effects. The tt̄ + bb̄
dominant background (shaded area), the CP-even (dashed) and the CP-odd (dotted,

labelled tt̄A) signals, are shown. (a) Lab reference frame. (b) tt̄H rest frame.

ATLAS parameter card. Observables boosted to the tt̄H rest frame re-
quire the full four-momenta reconstruction of the top quarks and Higgs
boson. The reconstruction applied assumes that the total missing energy
originates from the undetected neutrinos and uses a BDT to choose the
most likely assignment between jets and partons. Events were selected
with at least four jets, of which at least three must be b-tagged. Following
the event selection and kinematic reconstruction, the distributions of
different CP-sensitive observables were obtained. Figure 3.6a shows the
distributions of b2 evaluated in the tt̄H rest frame. The number of events
is scaled to an integrated luminosity of 100 fb−1. The signal distributions
are further scaled by a factor 40 for better visibility. Even after detector
simulation and kinematic reconstruction, it is still possible to see dis-
tinct shape differences between the signals. The binned distributions of
different observables were used to define a likelihood ratio between the
CP-even and CP-odd hypotheses, considering information from both the
shape and rate of the signal process. Only statistical uncertainties are con-
sidered for the result. This was used in pseudo-experiments to compute
the CL with which the pure CP-odd scenario can be excluded, assuming
the true model is the SM. The expected exclusion CL was calculated as a
function of the integrated luminosity from 100 fb−1 to 3 ab−1, which is the
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Figure 3.6: Probing the CP nature of tt̄H events in the dilepton final state with four
jets, three of which b-tagged. (a) Distributions of b2 in the tt̄H rest frame. The CP-even
(red dashed) and CP-odd (yellow solid, labelled tt̄A) signals are scaled by a factor 40

for visibility. (b) Expected CLs for the exclusion of the pure CP-odd scenario, given the
observation of the SM scenario. Different curves correspond to different observables
used for obtaining the used test statistic, including b2 and b4 in the lab and tt̄H rest

frames. Only statistical uncertainties were considered.

expected integrated luminosity at the end of the High-Luminosity LHC
(HL-LHC) programme. Figure 3.6b shows the expected CLs of exclusion
of the pure CP-odd scenario, for different observables. There is a visible
improvement in sensitivity when the observables are evaluated in the
tt̄H rest frame. For instance, b2 requires roughly 250 fb−1 less luminosity
to achieve the 90% exclusion CL, when evaluated in the tt̄H rest frame,
with respect to the lab frame. The line labelled “Count” corresponds to
the expectation from a rate measurement alone.

3.2.5 Spin correlations

As discussed in Section 2.1, the spins of the top and anti-top quarks
are correlated in tt̄ production at the LHC. This is also the case in tt̄H
production and, considering the close relation between parity and an-
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(a) (b)

Figure 3.7: Differential cross-sections sensitive to spin correlations in tt̄H production at
the 13 TeV LHC [98]. (a) ∆φ(t, t̄) for the CP-even (0+) and CP-odd (0−) scenarios,

separately for like-helicity and opposite-helicity tt̄ components. (b) ∆φ(`+, `−), for the
CP-even and CP-odd scenarios, as well as for tt̄ + bb̄ production, after requiring

pT > 200 GeV for the reconstructed Higgs boson candidate.

gular momentum, it is not surprising that spin correlations are affected
by the CP nature of the top quark Yukawa coupling. Figure 3.7a shows
the ∆φ(t, t̄) distributions for like-helicity and opposite-helicity top quark
pairs in tt̄H production, for the CP-even and CP-odd scenarios [98]. The
fact that opposite-helicity production is suppressed in the CP-odd case,
while it is a large contribution in the CP-even case, proves that the CP of
the coupling plays an important role in spin correlations. Relying on the
fact that the top quark spin information is passed to its decay products,
angular observables sensitive to spin correlations can be constructed.

In tt̄ production, the azimuthal angle difference ∆φ(`+, `−) in the
dilepton channel is often considered, where the lepton momenta are eval-
uated in the lab frame. This observable can also be used in tt̄H, although
the recoil of the Higgs boson against the tt̄ system in the transverse plane
will have a smearing effect on spin correlations. One possibility to re-
duce this effect is to restrict the analysis to the high-pT (boosted) Higgs
boson regime [98]. A Higgs boson with pT > 200 GeV decaying to bb̄
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can be required, using an algorithm that finds a large-radius jet with sub-
structure (namely, two small-radius b-tagged jets). The requirement of
the high-pT Higgs boson enhances the CP discrimination provided by
∆φ(`+, `−) and, as a side effect, increases the signal significance due to
reduced backgrounds. Figure 3.7b shows normalised ∆φ(`+, `−) distri-
butions in tt̄H production, for the CP-even and CP-odd scenarios, as well
as for the dominant background tt̄ + bb̄, after applying the 200 GeV cut
on the Higgs boson pT [98].

Due to angular momentum conservation in particle decays, evaluating
observables in frames other than the lab frame can enhance their sensit-
ivity to spin correlations. The co-sine of the angle θ(`+, `−), measured
between the `+ direction, in the t rest frame, and the `− direction, in the
t̄ rest frame, was proposed as a discriminant between CP-even and CP-
odd tt̄H production [99]. The idea of considering directions of particles in
the rest frames of other particles (or systems) preceding them in a decay
chain is well motivated. Using the helicity formalism, cross-section de-
pendences with the angles between such directions arise from imposing
angular momentum conservation in the decays. A generalised form of
this principle is applied to tt̄H in Refs. [9, 100]. A large set of angles was
scanned in search for the ones for which the CP-even and CP-odd signal
distributions were the most separated. The set was built from functions
of the form f (θ1)g(θ2), where the functions f and g are either sine or
co-sine and the angles θ1 and θ2 are measured between the directions of
two systems, each evaluated in the rest frame of a preceding system in
the decay chain. For example, one of the observables proposed as a CP
discriminant in the dilepton channel is sin(θtt̄H

t ) sin(θH
W+), where θtt̄H

t is
the angle between the t direction, evaluated in the tt̄H rest frame, and
the direction of the tt̄H system in the lab frame, and θH

W+ is the angle
between the H direction, in the t̄H rest frame, and the direction of W+ in
the H rest frame. Distributions of this particular observable are shown in
Figure 3.8a, for CP-even and CP-odd tt̄H production and for the tt̄ + bb̄
process, at the 13 TeV LHC [9].
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Figure 3.8: (a) Normalised distributions of tt̄H and tt̄ + bb̄ events, in the tt̄→ dilepton
channel, of sin(θtt̄H

t ) sin(θH
W+) [9]. The tt̄A scenario means pure CP-odd production. b)

Normalised distributions of θ⊥t(`+, `−), multiplied by the sign of the pseudoscalar
~pt · ( ~p`− × ~p`+), for tt̄H production at the 14 TeV LHC [81]. The symbol ζt corresponds

to α as defined earlier, such that the scenarios considered are CP-even, CP-odd and
maximal CP-mixing with positive and negative relative signs of κt and κ̃t.

3.2.6 CP-odd observables

All the observables mentioned so far are sensitive to tt̄H cross-section
terms with quadratic dependences on κt and κ̃t. If both κt and κ̃t were
found to be non-zero using those observables, that would already be a
sign of CP violation in the Higgs sector. However, searching for CP
violation in the tt̄H production process itself would also be interesting.
That requires the construction of CP-odd observables, sensitive to cross-
section terms linear in κ̃t [72]. An observed non-zero asymmetry or mean
value of such an observable would be evidence of CP violation in the
tt̄H production process, and its sign would reveal the relative sign of
κt and κ̃t. One possibility to build such observables is by using triple
products: inner products of a vector and a pseudovector with the same C
parity, which result in CP-odd quantities. An example is ~pt · ( ~p`− × ~p`+),
where the momenta are evaluated in the tt̄ rest frame [81] . In order to
obtain a full angular distribution, defined from −π to π, the sign of this
triple product is multiplied by the angle θ⊥t(`+, `−), which means the
angle between the leptons in the plane perpendicular to the t direction,
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all evaluated in the tt̄ rest frame. Distributions of the resulting observable
are shown in Figure 3.8b for the tt̄H production with different values of
α: 0,±π/4,±π/2. The distributions exhibit a smooth oscillation which,
in the CP-mixed cases, is phase-shifted with respect to the CP-even case,
with the sign of the phase shift depending on the sign of α.

3.3 Future sensitivity in tt̄H(bb̄)

The analysis of the dilepton final state described in Section 3.2.4 and
detailed in Ref. [9] was combined with a similar analysis of the single-
lepton channel, detailed in Ref. [100], in order to obtain a projection of
their future sensitivity to the CP nature of the top quark Yukawa coup-
ling [4, 5].

In the single-lepton analysis, events were selected with a number of
jets between 6 and 8 and a number of b-tagged jets between 3 and 4. The
missing transverse energy was required to be above 20 GeV. Kinematic
reconstruction of events was performed with the KLFitter package [101].

Expected CLs were computed for the exclusion of scenarios with a
CP-odd component in the coupling, assuming that the SM is the true
model. The test statistic was based on binned distributions of various
observables, considering both rate and shape of the signal process. Only
the statistical uncertainty was considered. Figure 3.9 shows CLs as func-
tions of integrated luminosity, up to 3 ab−1, the maximum expected at
the HL-LHC. Figure 3.9a shows CLs for the exclusion of the CP-odd
scenario obtained from the combination of three different observables in
each channel, and from the combination of the two channels. The ob-
servables within each channel were treated as uncorrelated. Figure 3.9b
compares the CLs obtained, in the dilepton analysis alone and using ∆η``

as the discriminant, for the exclusion of scenarios with different CP-odd
components, parameterised in terms of cos α. The single-lepton channel
is much more sensitive than the dilepton channel, but the combination
provides sizeable improvement. Besides, the introduction of systematic
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Figure 3.9: Expected CLs, assuming the SM is the true model, as a function of the
integrated luminosity. (a) Exclusion of pure CP-odd scenario combining observables in
each individual channel and combining both channels (the observables were treated as

uncorrelated). (b) Exclusion of scenarios with different cos α values, in the dilepton
analysis alone, using ∆η`` as the discriminant observable.

uncertainties is expected to affect more severely the channels with higher
statistics, in relative terms, making the contributions to sensitivity more
even, and urging the combination effort. The exclusion of a pure CP-
odd top quark Yukawa coupling at 95% CL may be within reach with
∼ 250 fb−1 of LHC data, using only resolved tt̄(H → bb̄) analyses with
leptons. Excluding the maximal mixing scenario (cos α =

√
2/2) is ex-

pected to be much harder than excluding the pure CP-odd scenario. For
example, for the 80% CL, the required luminosity is roughly 3.5 times
more than the one necessary for CP-odd exclusion.
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This chapter describes the experimental setup used to collect the data
analysed in the measurements of the remaining chapters. Section 4.1
describes the LHC and Section 4.2 briefly describes the ATLAS detector,
its main sub-detectors and the trigger system, with added focus on the
jet trigger.

4.1 Large Hadron Collider

The LHC is the largest and highest-energy particle accelerator in the
world [56] and is located at CERN, in Geneva, Switzerland. It is housed
in a circular underground tunnel with 27 km of circumference, on average
about 100 m below ground. This tunnel crosses the French-Swiss border
and is the same tunnel where the Large Electron-Positron collider (LEP)
operated. The accelerator relies on radiofrequency cavities to accelerate
the particles and on superconducting electromagnets to guide them. Di-
pole magnets curve the particles into their circular trajectory, while quad-
rupole magnets keep them focused inside the beam pipe. The LHC is
the last element of an accelerator chain in which every element plays the
role of a pre-accelerator to the next. The beam pipes are kept at an ultra-
high vacuum to ensure the beam quality, and operate at a temperature of
1.9 K to enable superconductivity in the magnets. This low temperature
is maintained by a distribution system of liquid helium.

Inside the accelerator, two high-energy beams travel in opposite dir-
ections, in separate beam pipes. As the beams approach the detectors,
they are radially confined and crossed to induce particle collisions in
well-defined interaction points. Particles circulating in the LHC beam
are packed in bunches along the beam direction. The LHC was designed
to collide proton beams with a centre-of-mass energy

√
s of up to 14 TeV

and an instantaneous luminosity of 1034 cm−2s−1.

The Run 1 of the LHC took place during 2011 and 2012. During this
run, the general-purpose experiments ATLAS and CMS collected approx-
imately 5 fb−1 of data at

√
s = 7 TeV and 21 fb−1 at

√
s = 8 TeV. Between
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February 2013 and March 2015, the LHC went through its first long shut-
down period for maintenance and upgrade [102] [103]. A large engineer-
ing effort took place in order to strengthen the accelerator, with the main
purpose being to consolidate the high-current connections between su-
perconducting magnets. This renovation work made the LHC safer with
respect to magnet quenching incidents. After the long shutdown, Run 2
ensued, extending from 2015 to 2018, with proton beams colliding at the
unprecedented centre-of-mass energy of 13 TeV. During a large fraction
of this period, the LHC reached double its design goal for instantaneous
luminosity. The integrated luminosity suitable for physics analysis re-
corded by ATLAS and CMS from pp collisions over the full Run 2 was
approximately 140 fb−1 [104, 105].

The high luminosity delivered by the LHC poses a challenge for the
experiments. For a given event of interest resulting from a pp collision,
the average number of additional inelastic pp interactions occurring in
the same bunch crossing is large. Therefore, the response of detectors
is not purely a result of the interesting event, but instead of the overlay
of that event to the secondary collisions, which are known as pile-up.
In Figure 4.1, distributions of the mean number of inelastic pp collisions
per bunch crossing are shown, corresponding to the data collected by
the ATLAS experiment during the LHC Run 2 [104]. The overall average
number of collisions per bunch crossing in data collected during the LHC
Run 2 was 33.7, while the corresponding design goal figure was 24. In
pp collisions during the LHC Run 2, consecutive bunches crossed at the
interaction points with time intervals as short as 25 ns between them.
Given this short time interval and considerable restoration times of some
sub-detector systems, the detector response to a given event may even
be affected by collisions happening in the few previous bunch crossings.
This effect is called out-of-time pile-up.
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Figure 4.1: Distributions of the mean number of inelastic pp collisions per bunch
crossing in data collected by ATLAS during the LHC Run 2, for the whole Run and

separately for each year of data taking [104].

4.2 ATLAS detector

ATLAS was designed and built for probing pp and lead ion collisions,
being able to perform a wide range of precise measurements and having
sensitivity to new physics processes [57, 106]. New phenomena expec-
ted to occur at the TeV scale defined the requirements for the detector
features.

The search for the SM Higgs boson established the minimum per-
formance requirements for many sub-systems of ATLAS. The decay of
the Higgs boson into a photon pair requires good electromagnetic calor-
imetry. On the other hand, the decay H → bb̄ requires good b-tagging
efficiency, only attained with fine vertex reconstruction. In the case of
final states with W bosons decaying leptonically, the presence of neutri-
nos adds the requirement of good reconstruction of missing transverse
energy. Other physics goals that determined the ATLAS detector design
included the searches for new heavy gauge bosons W ′ and Z′, supersym-
metric particles and experimental signatures of the existence of extra di-
mensions. The large amount of pile-up at the LHC requires mechanisms
for resolving the different interaction vertices in a single bunch crossing,
necessarily relying on high precision tracking.
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Figure 4.2: Cutaway view of the ATLAS detector [57]. The sub-detectors and main
systems are identified, and two persons are visible on the image for scale.

The ATLAS detector is forward-backward symmetric and consists of
multiple, approximately cylindrical, coaxial layers, covering the full solid
angle. ATLAS is 25 m tall and 44 m long, with a mass close to 7000 tonnes.
Its innermost sub-system is the inner detector (ID), which reconstructs
tracks of charged particles. Outside the ID, there is the electromagnetic
(EM) calorimeter, where photons and electrons are contained. Going out-
wards, next are the hadronic calorimeters, where hadrons are contained
and deposit their energy. The muon-tracking chambers make up the out-
ermost layer of ATLAS, which is immersed in a magnetic field created
by toroid magnets. A cutaway view of the ATLAS detector with its sub-
detectors exposed is shown in Figure 4.2. The performance goals imposed
by the constraints mentioned above are summarised in Table 4.1.

4.2.1 Inner detector

The ID is a tracking system for charged particles that allows mo-
mentum measurements and precise reconstruction of interaction vertices.
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Table 4.1: General performance goals of the ATLAS detector [57]. Energy (E) and pT
must be in GeV. The symbol ⊕ means a sum in quadrature.

Detector component Required resolution
η coverage

Measurement Trigger
Tracking σpT /pT = 0.05% pT ⊕ 1% ±2.5

EM calorimetry σE/E = 10%/
√

E ⊕ 0.7% ± 3.2 ± 2.5
Hadronic calorimetry (jets)

barrel and end-cap σE/E = 50%/
√

E ⊕ 3% ± 3.2 ± 3.2
forward σE/E = 100%/

√
E ⊕ 10% 3.1 < |η| < 4.9 3.1 < |η| < 4.9

Muon spectrometer σpT /pT = 10% at pT = 1 TeV ±2.7 ± 2.4

The momentum measurement relies on the curvature of the particle tra-
jectories, which are bent by a magnetic field peaking at 2 T and pointing
along the z-axis1, provided by a solenoid magnet placed immediately
outside the ID. The ID is composed of three subcomponents: the pixel
detector, the semiconductor tracker (SCT) and the transition radiation
tracker (TRT), each with structures covering the barrel region and the
end-cap regions. The ID is connected to over 80 million readout chan-
nels. Figure 4.3 shows a cutaway view of the ID.

The pixel and SCT along the barrel region are arranged in coaxial
cylinders, starting as close as 31 mm from the beam axis. Inserting the
innermost pixel layer, called the inner B-layer, was the main improve-
ment made to the ATLAS experiment during the long shutdown after
Run 1 [107]. In the end-cap region, pixels and SCT silicon strips are dis-
posed in circular disks, perpendicular to the beam axis. The TRT is based
on straw tube detectors with 4 mm in diameter with a gold-plated wire
running inside. Each channel provides a drift time measurement, giving
a spatial resolution of 170 µm per straw.

1ATLAS uses a right-handed reference system with its origin at the nominal interac-
tion point in the centre of the detector and the z-axis along the beam pipe. The x-axis
points from the origin to the centre of the LHC ring, and the y-axis points upward. Polar
coordinates (r, φ) are used in the transverse plane, φ being the azimuthal angle around
the beam pipe. Distances in (η, φ) space are given as ∆R =

√
∆φ2 + ∆η2.
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Figure 4.3: Cutaway view of the inner detector, with all of its components labeled [106].
The image portrays the ID before the insertion of the innermost pixel layer, the inner

B-layer.

4.2.2 Electromagnetic calorimeter

The electromagnetic calorimeter is the detector layer where most
photons and electrons are contained, and in which EM-interacting
particles leave energy deposits. This calorimeter is composed of
accordion-shaped layers of lead and liquid argon (LAr). The accor-
dion geometry provides complete and symmetric coverage in φ, avoiding
gaps. It is divided into a barrel part (|η| < 1.475) and two end-cap parts
(1.375 < |η| < 3.2). In the barrel region, it consists of two half-barrels,
where the low temperature for keeping the LAr is provided by the va-
cuum vessel shared with the central solenoid. In the end-caps, the EM
calorimeter is made up from two coaxial wheels, joined at |η| = 2.5.
Figure 4.4 shows a stack of accordion-shaped layers that belong to the
barrel EM calorimeter.

The high-density lead plates act as absorber elements. They provide a
large effective depth to the calorimeter, ranging between 2 and 4 radiation
lengths, depending on η. Particle showers are induced in the absorber
element, ensuring the energy dissipation of particles such as electrons
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Figure 4.4: Photograph of a partially stacked barrel electromagnetic LAr module,
where the accordion geometry is visible [57].

and photons and preventing them from punching through into the outer
layers of the detector. As particles in the shower cross the LAr layers –
the active element – they ionize the argon. The resulting electrons and
ions drift, under the influence of an electric field, towards the electrodes.
Only a fraction of the energy of the particles in the shower is deposited
in this way. From this sample of deposited energy, the total energy and
its spatial distribution are estimated.

4.2.3 Hadronic calorimeter

The hadronic calorimeter is the sub-detector where hadrons leaving
the EM calorimeter are contained and deposit their energy, which is then
measured through sampling. This calorimeter is composed by the tile
calorimeter (TileCal), placed directly outside the EM calorimeter and cov-
ering the barrel region, and by two end-cap calorimeters: the LAr had-
ronic end-cap calorimeter, consisting of two wheels per end-cap, and the
LAr forward calorimeter, a high density cylinder which provides both
EM and hadronic calorimetry in a region of larger |η|.

The TileCal is divided in a central barrel and two extended barrels,
together covering the range |η| < 1.7. The barrels are segmented azi-
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Figure 4.5: Segmentation in depth and η of the TileCal modules in the central (left) and
extended (right) barrels [57].

muthally in 64 modules, and range from an inner radius of 2.28 m to an
outer radius of 4.25 m. This calorimeter uses steel as the absorber medium
and scintillating plastic tiles as the active material. It has a depth of at
least 10 interaction lengths across most of its η range. The scintilating tiles
emit light as they are crossed by ionising particles. Optical wavelength-
shifting fibres at the edges of each tile collect the emmited light and shift
the spectrum of the scintillator to match the sensitivity of the photomul-
tiplier tubes (PMT) that generate the readout signal. Figure 4.5 shows
the segments in a single module that are mapped to different PMTs. The
segments are approximately projective towards the interaction point.

The central barrel and the extended barrels of the TileCal are neces-
sarily separated due to cabling and services to the LAr calorimeter and
to the inner detector. Three sets of additional cells are placed in the res-
ulting gap: the Intermediate Tile Calorimeter (ITC) cells (D4 and C10 in
Figure 4.5), the gap scintillators (E1 and E2) and the crack scintillators
(E3 and E4). They help to compensate for the energy lost in the dead
material and improve the uniformity of the calorimeter response to ob-
jects crossing the gap. ITC cells are standard TileCal cells covering the
0.8 < |η| < 1.0 range, while gap and crack cells are plain scintillator
plates, with respectively 12.7 mm and 6 mm thickness. The gap scintil-
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lators cover the surface of the extended barrel not covered by the ITC
(1.0 < |η| < 1.2) and the crack scintillators are placed in front of the LAr
end-cap calorimeter, covering the region 1.2 < |η| < 1.6.

The two wheels in each end-cap of the LAr hadronic calorimeter share
the same cryostat as the EM end-cap calorimeter and are placed directly
behind it. They cover the region with 1.5 < |η| < 3.2 and are composed of
parallel copper plates alternated with LAr gaps, providing a depth of 12
interaction lengths. The LAr forward calorimeter is a cylindrical structure
placed inside each of the end-cap wheels of the LAr hadronic calorimeter,
sharing the same LAr cryostat. It provides coverage in the region with
3.1 < |η| < 4.9 and a depth of 10 interaction lengths.

4.2.4 Muon spectrometer

The ATLAS muon system serves the purpose of tracking and measur-
ing the momentum of muons, as they interact weakly with matter and are
not contained by the calorimeters. It is based on a complex arrangement
of toroid magnets which deflect the muon trajectories, high-precision
tracking chambers and a dedicated muon trigger system.

There are three large air-core toroids in the ATLAS magnet system:
the central barrel toroid and two end-cap toroids. Each of the toroids
is composed of eight superconducting coils, assembled symmetrically in
planes defined by fixed values of φ. The field produced in the central
region is approximately 0.5 T on average and 3.9 T at its peak. In the
end-caps, the field is approximately 1 T on average and 4.1 T at its peak.
Figure 4.6 shows the 3D configuration of all the magnet coils in ATLAS.

The precision momentum measurement is performed by monitored
drift tube (MDT) chambers, covering the pseudorapidity range |η| < 2.7.
The chambers in the barrel region are placed in three coaxial cylindrical
layers around the beam axis. In the two end-cap regions, muon cham-
bers form large wheels, perpendicular to the z-axis and located at dis-
tances of up to 21.5 m from the interaction point. In the forward region
(2.0 < |η| < 2.7), cathode-strip chambers (CSC) are used instead of MDT
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Figure 4.6: Geometry of magnet windings (in red) and TileCal steel. The eight toroidal
coils in each end-cap are tilted relative to the barrel coils. The solenoid winding lies

inside the calorimeter volume [57].

in the innermost layer, since they can handle higher hit rates and have
finer time resolution. A projection of the ATLAS muon system on an
axial plane is represented in Figure 4.7.

MDT chambers are composed of layers of drift tubes with an opera-
tion similar to the TRT in the inner detector, achieving an average resol-
ution of about 35 µm per chamber. The CSC are multiwire proportional
chambers in which cathode planes are segmented into strips running in
perpendicular directions.

The precision tracking chambers are complemented by a system
of fast trigger chambers. In the barrel region (|η| < 1.05) this is ac-
complished with resistive plate chambers (RPC), while in the end-cap
(1.05 < |η| < 2.4) thin gap chambers (TGC) are used. The design goal
was to minimise time contributions from signal propagation and electron-
ics to allow efficient identification of the beam crossing. Both chamber
types deliver signals with a spread of 15–25 ns, allowing each individual
chamber to tag the bunch crossing with efficiency of at least 99%.
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Figure 4.7: Labels: B/E - barrel/end-cap, I/M/O - inner/medium/outer, L - large.
Cross-section of the muon system in a plane containing the beam axis. Straight

trajectories are illustrated by the dashed lines and most likely traverse three muon
stations [57].

4.3 ATLAS trigger system

At the LHC, the nominal bunch-crossing rate in pp collisions is
40 MHz. Although this rate was not reached during the Run 2 of the
LHC, the individual runs with highest rate were close to 30 MHz. In
contrast, the upper constraint on the average event recording rate in
ATLAS is approximately 1.2 kHz. The orders of magnitude separating
these rates require a fast decision system that rejects most of the large
background rate in real time. Accomplishing this, while maximising the
efficiency for accepting events that may be useful for physics, is the task
of the ATLAS trigger system [108, 109]. The ATLAS trigger is structured
in two levels: the Level-1 (L1) trigger and the high-level trigger (HLT).

The L1 trigger is the first rate-reducing step, based on custom-made
electronics. It processes low-granularity information from calorimeters
and muon trigger chambers, searching for features compatible with high-
pT muons, electrons, photons, jets or hadronically-decaying τ leptons.
Global features such as large missing transverse energy and large total
energy in the event are also targeted. This level takes up to 2.5 µs to
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select an event and to define regions of interest (RoI) in the detector,
associated with the features found. The RoI information includes η and
φ coordinates of the interesting feature, as well as the type of feature
(electromagnetic, hadronic, muon...) and the highest reached threshold
of energy/momentum, all of which are passed on to the HLT. The L1
trigger delivered an output event rate of up to 100 kHz during Run 2 of
the LHC.

The HLT has access to higher-granularity information from the de-
tector than L1. In particular, full information from all the detectors is
available within the RoI defined by L1. This enables the accurate recon-
struction of the features most likely to be relevant to the trigger decision,
while requiring only a small fraction of the event data. The HLT recon-
struction and selection are based on software similar to that implemen-
ted in offline analysis. Average processing times per event at this level
are close to 200 ms and the final event size is approximately 1 MB. The
average output rate of the HLT was 1.2 kHz during Run 2.

4.3.1 ATLAS jet trigger

Final states containing exclusively jets are possible in most production
processes studied at the LHC. This is true for SM processes and is ex-
pected for production of BSM particles, such as heavier gauge or Higgs
bosons, dark matter candidates and supersymmetric particles. The AT-
LAS jet trigger [108, 110, 111] selects events with jets in the final state.
Besides being available for physics analyses, events selected by the jet
trigger are also used in the performance studies that determine the jet
reconstruction procedures and uncertainties used by the whole ATLAS
collaboration. However, triggering on every event with jets is not feasible.
In hadron colliders such as the LHC, every hard-scatter process can occur
with the emission of additional jets with considerable pT. Moreover, the
majority of pile-up interactions correspond to QCD-mediated dijet pro-
duction. The trade-off faced by the jet trigger is this: to keep as many
events as possible from those that would be kept in offline physics ana-
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lyses whose selection depends on jets, while meeting rate and bandwidth
constraints. Doing so efficiently depends on reconstructing and calibrat-
ing jets at the trigger level as closely to offline jets as possible, using only
the limited information available to the trigger. This should be achieved
while ensuring that rates do not increase faster than linearly as a function
of pile-up.

The jet trigger is made up from many trigger ‘chains’, each being just
a sequence of selections based on calorimeter features, at L1, and on jets,
at the HLT. All events passing any of the chains are recorded for offline
analysis. The main selections used in the definition of jet trigger chains
are: applying jet pT cuts, requiring large jet multiplicities, combining
tracking information to reduce the pile-up contribution, requiring basic
kinematic selection on dijet systems or using jet substructure information.
In case of need for a chain whose rate would be too large, the rate may
be effectively reduced with a prescale factor N, meaning that only one
random event out of every N is tested against the chain selection. Values
of N vary widely depending on the expected unprescaled rate of the
chains, and could be of order 107 for chains selecting events with at least
one jet with low pT.

Level-1 jet trigger

The L1 jet trigger is based on coarse granularity information from
the calorimeters. Signals from the calorimeters are aggregated according
to detector segments with approximate dimension 0.2× 0.2 in the (η,φ)
plane, called jet elements. These are built separately for the electromag-
netic and hadronic calorimeters. RoIs are defined as windows of 4× 4 jet
elements around local maxima of transverse energy (ET) if the total ET

inside the window passes a threshold. An additional algorithm is used
to improve efficiency with respect to jets with a larger radius, resulting
from hadronic decays of boosted heavy particles. Within a ∆R radius of
1.0 around each RoI, it searches for other RoIs and sums the ET of such
regions. The trigger selection is then applied based on these ET sums.
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High-level jet trigger

For the jet HLT, information with full calorimeter granularity is
available. Taking the signals from calorimeter cells as input, a three-
dimensional topological clustering algorithm is run. Jets are reconstruc-
ted with the anti-kt jet-clustering algorithm [112] using the previously
built topological clusters as input. For small-R jets, the R parameter that
regulates the ∆R radius of the jet cone is set to 0.4, while large-R jets have
R = 1.0.

A calibration sequence is applied to the reconstructed jets. The first
calibration step applied in the trigger is the jet-area based pile-up subtrac-
tion, in which the contribution from the median pT density in the event
is removed from jets, proportionally to their area. The following step is
the jet energy scale calibration, derived from MC events, which corrects
the jet energy and η to those expected of a corresponding particle-level
jet. Then, the global sequential calibration is applied. In offline analysis,
this step combines calorimeter, tracking and muon-segment variables to
account for the different detector responses to quark- or gluon-initiated
jets. In the trigger, a reduced version is used, relying on calorimeter in-
formation only by default, and using tracks when available. The final
step is the in situ calibration, applied only to data, in which remaining
differences between data and MC are covered.

A different calibration sequence is applied to large-R jets, with just two
steps. The first step is grooming, in which the least energetic constituents
are removed from the large-R jet to reduce dependence on pile-up. The
second step is an MC-based correction, which corrects the energy, η and
mass of the jet.
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This chapter presents studies performed in the ATLAS jet trigger. As
a common goal, all studies tried to improve the efficiency of low ET

threshold single jet trigger chains, expected to be severely affected by
increasing pile-up in future runs of the LHC. Section 5.1 presents a study
addressing jets with energy deposits in the gap and crack calorimeter
cells, particularly sensitive to pile-up. Several strategies for rejecting
or correcting such jets were investigated. Section 5.2 shows additional
strategies that could in the future be used for pile-up mitigation in the jet
trigger.

5.1 Correction of trigger jets in the gap/crack re-

gion

The calorimeter layer comprising the gap and crack scintillators of the
TileCal is referred to as ‘TileGap3’ in the rest of this section. The energy
measurement from TileGap3 is used in offline analysis as a criterion to
reject objects or even events altogether. An object with a large fraction of
energy deposited in TileGap3 indicates that the energy lost in the dead
material may be too large for the object to be reliably used in analysis. The
TileGap3 cells show high sensitivity to the intensity of pile-up, with both
the average response and the noise increasing with pile-up. A variation
of the average number of collisions per bunch-crossing 〈µ〉 from 8 to 33
leads to an increase of the average energy deposited per cell, as small as
2% for the cells farther from the beam, and as large as 90% for the cells
closer to the beam. The gap and crack cells are, even under low pile-up
(〈µ〉 = 4.8), the noisiest group of cells of the TileCal.

Events recorded by the low ET threshold jet trigger chains, especially
during the first runs of each year of data taking, show an excess of jets
with η close to that of the gap and crack scintillator tiles. A large fraction
of such events is rejected by offline analyses when kinematic selection
and pile-up mitigation tools relying on vertex identification are applied.
This represents an undesirable waste of trigger rate. During the 2016 and
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2017 data-taking periods, a small fraction of the runs and only the very
lowest ET threshold trigger chains were severely affected by this issue. In
the worst cases, the excess represented up to 50% of the events recorded
by the chain. Aiming to mitigate future occurrences of this issue, studies
of possible corrections to be applied to trigger jets, based on the energy
sampled by the TileGap3 scintillators, were performed.

The HLT chains mainly concerned in these studies are j15, j25, j35,
j45 and j60 [110, 108]. The chain jx corresponds to the requirement of at
least one jet with |η| < 3.2 and with ET, expressed in GeV, equal to or
greater than x. Chains j15 through j35 take as input a pure-prescale L1
trigger, while j45 and j60 are fed, respectively, by the L1 chains L1_J15
and L1_J20, where the number following J is the ET threshold of the RoI,
in GeV. Offline analyses using these trigger chains include the estimation
of jet energy scale uncertainties and resolution [113] and the calibration
of b-tagging techniques [114].

5.1.1 Excess of events

The histograms of Figure 5.1a show η distributions of the ET-leading
central (|η| < 3.2) HLT jet for events recorded by each of the chains dur-
ing an early-year data-taking period (period B) of 2016. The excess of
events in the pseudorapidity range 1.1 < |η| < 1.5 is evident. It is very
pronounced for j25, milder for j35 and barely visible for j45. The distribu-
tions for j15 and j60 are not shown, but are similar to those of j25 and j45,
respectively. In order to study the role of the TileGap3 response in this
excess, the quantity fTG3 is defined for jets as the fraction of the jet energy
sampled at the TileGap3 calorimeter layer. In the following, a jet in which
fTG3 is the largest among all sampling fractions from the various detector
layers is defined as ‘ugly’. The red histograms in Figure 5.1a show the
η distributions only for events in which the ET-leading central jet is not
ugly. The remarkable reduction of the peaks hints at the importance of
the TileGap3 response in this effect.

One of the tools used in offline analysis for pile-up mitigation is the
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Figure 5.1: Distributions of η of the ET-leading central jet in events passing j25, j35 and
j45 in 2016 period B. The grey histograms show all events, while the red histograms are

restricted to events in which the ET-leading central jet is not ugly.(a) All events. (b)
After requiring a matched offline jet. (c) After requiring a matched offline jet that

passes JVT.
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JetVertexTagger (JVT) [115], which uses tracks to associate jets to colli-
sion vertices and rejects the ones not associated to the primary vertex. In
order to estimate the importance of pile-up in determining whether an
event passes these chains, the effect of applying JVT prior to the chain
selections was studied. As this tool is not available in the trigger, a match
was attempted between the central ET-leading trigger jet and an offline
jet, using a ∆R criterion. The offline jet was then required to pass JVT,
which was applied at a working point with 92% efficiency. It was only
used in jets with pT between 20 GeV and 60 GeV and |η| ≤ 2.4, always re-
jecting jets with pT < 20 GeV and always accepting jets with pT > 60 GeV
or |η| > 2.4. Figures 5.1b and 5.1c show the same η distributions as Fig-
ure 5.1a, with the additional requirements of a successful jet matching
and of the offline jet passing JVT, respectively. In all cases, the require-
ment of a match to an offline jet has very small impact. On the other hand,
the JVT requirement greatly reduces the fraction of events with leading
ugly jets in j15 (not shown), j25 and j35. This confirms that ugly jets arise
at least partially from pile-up and that a trigger-level analogous to JVT
would be helpful to mitigate them. Besides that, the overall acceptance is
also affected: the fraction of events in the most central bins that pass the
JVT cut is close to 0.4, 0.5 and 0.9, respectively for j25, j35 and j45.

The excess of events with jets near the gap/crack region was found
to be dependent on the bunch structure of the proton beams in 2015 and
2016 data: in general, shorter bunch trains resulted in larger peaks than
longer bunch trains. This suggests that a role is played by out-of-time
pile-up in this effect, since the amount of out-of-time pile-up is smaller in
the first bunch crossings of each train than in the bulk. Figure 5.2 shows
distributions of bunch-crossing ID (BCID) for all events (grey) and for
events in which the ET-leading central jet is not ugly (red), recorded by
j25 in two different data-taking periods: the 2016 period B and the 2017
period B. In 2016 data, a dependence with BCID of the fraction of events
with an ugly ET-leading central jet is visible, with a larger fraction in the
first bunches of each train. In 2017, this dependence disappears. The
most likely reason for this was a change of the TileCal algorithm used
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Figure 5.2: Distributions of BCID for events recorded by j25. The grey histograms show
all events, while the red ones are restricted to those in which the ET-leading central jet

is not ugly. (a) 2016 period B. (b) 2017 period B.

to reconstruct signal pulses from the digital samples received from the
cell electronics. The earlier algorithm used a pedestal subtraction, which
assumes a stable pedestal value across the duration of each run. That
correction was removed, and the later algorithm assigns instead negative
weights to the peripheral samples, effectively subtracting a dynamical
pedestal value. The result is a pulse reconstruction more robust with
respect to variations such as those happening at the beginning of each
bunch train.

5.1.2 Studied Corrections

Several correction strategies that may be applied to the jet collection
prior to the chain selection were studied, as an attempt to minimise the
impact of this problem:

• Pre-calib: take all jets at the EM scale (i.e., before calibration) and
scale the four-momenta of all ugly jets by a factor 1- fTG3. Calibrate
all jets.
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• Post-calib: scale the default calibrated four-momenta of all ugly jets
by a factor 1- fTG3.

• f ′ event cut: reject event if there is at least one jet with fTG3 ≥ f ′.

• Ugly event cut: reject event if there is at least one ugly jet.

• f ′ jet cut: remove all jets with fTG3 ≥ f ′ from the jet collection.

• Ugly jet cut: remove all ugly jets from the jet collection.

The pre- and post- calib corrections make the assumption that,
whenever a jet is ugly, the response of the TileGap3 scintillators was
noisy and thus attempt to remove the fTG3 contribution from the jet. In
the post-calib correction, this is done simply by scaling the jets in the
trigger jet collection. In the pre-calib correction, the EM-scale jets are
corrected instead, and only then they are calibrated. The motivation for
this is that, since the jet calibration is pT-dependent, the jet input to the
calibration should be already devoid of spurious contributions.

Figure 5.3 shows η distributions of the ET-leading central jets of the
jet collections modified by the pre-calib and post-calib corrections, for
events that would be recorded by the modified j25 chain. The contribution
of events with an ugly leading jet practically disappears and the peaks
near the gap/crack region are reduced. The shapes of the distributions
resulting from the two corrections are very similar in 2016 period B but
quite different in 2017 period B, with the pre-calib correction being more
effective in reducing the peaks.

The cut-based approaches do not attempt to correct jets with a rel-
atively large fTG3. Instead, they discard those jets or the corresponding
event altogether. Because the low ET threshold jet trigger chains are heav-
ily prescaled, a large rejection factor could be accommodated by adjusting
the prescale such that the overall chain rate is kept constant. The main
drawbacks of these methods, which become more relevant as the cut be-
comes more aggressive, are its impacts on the analysis in which the jet
energy scale and its uncertainty are derived. They can lead to a reduction
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Figure 5.3: Distributions of η of the central jet leading in ET in the original jet collection
and in the collections modified by pre-calib and post-calib corrections, for events

passing the modified j25 chain. The grey histograms show all events, while the red
histograms are restricted to events in which the ET-leading central jet of the modified

chain is not ugly. (a) 2016 period B. (b) 2017 period B.

of statistics for events with jets in the η region of the gap/crack, result-
ing in a corresponding larger uncertainty in the calibration. Besides, a
bias is introduced in the calibration, in the sense that fTG3 is correlated
with pile-up and BCID, for instance. Thus, generalising a calibration de-
rived using a selection based on fTG3, while not applying the same selec-
tion in physics analysis, is an extrapolation which becomes less valid as
the cut becomes more aggressive. The cuts can be parameterised by the
threshold fraction f ′, with the jet or event being rejected when fTG3 > f ′.
The metric used for optimising this parameter was the fraction of events,
among those accepted by the modified trigger chain, that are accepted
after a baseline offline event selection. This was called the offline accept-
ance rate (OAR), and a higher value of this metric means a more efficient
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use of trigger rate. The offline selection used requires an offline jet with
|η| < 2.8 and a pT large enough for the unmodified trigger chain to be
fully efficient. Offline analysis tools including JVT and jet cleaning – used
to discard jets from non-collision sources – are also applied.

The OAR of each modified chain was computed as a function of f ′,
for both the event cut and the jet cut corrections. Graphs of OAR as a
function of f ′ for different chains are shown in Figure 5.4a for the 2016
period B. The low end of reasonable f ′ values (most aggressive cut) to
test can be gauged by studying the shape of the η distributions of the ET-
leading central jet in events passing the modified chain, as f ′ is varied.
Such η distributions are shown for j25 in Figure 5.4b. The point is to
find the value for which the statistics in the gap/crack region starts to be
compromised, i.e., the peaks turn into dips. Histograms resulting from
applying an ugly event cut or an ugly jet cut are also drawn, in red.

In both cases it is evident that an aggressive cut with f ′ ≤ 0.2 is
necessary for a sizeable increase in OAR to be obtained. The event cut
seems to yield a maximum OAR for most chains when f ′ is close to 0.2,
while the jet cut shows an increasing OAR as the cut tightens, down to
f ′ ' 0.

Regarding the η distributions for event cuts, there does not seem to
be an f ′ for j15 (not shown) and j25 such that the peaks turn into dips,
but they mostly disappear for f ′ = 0.2. For j35, j45 and j60 (not shown),
f ′ = 0.1 clearly produces undesireable dips in the distribution. The ugly
event cut appears to be a bad option for the lowest thresholds j15 and
j25, where it retains most of the peaks, while sacrificing a large fraction
of the events in the central region. For j45 and j60 it yields distributions
very close to those from an f ′ = 0.4 event cut, while for j35 it is slightly
less effective. With respect to jet cuts, both f ′ = 0.2 and the ugly jet cut
perform well and consistently across the chains and in both periods.
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Figure 5.4: (a) OAR as a function of the threshold f ′ used in the event (left) or jet (right)
cut applied to trigger jets for the various jet trigger chains in 2016 period B. (b)

Distributions of ET-leading central jet η for events passing the j25 chain modified by an
event (left) or jet (right) cut. The results for different f ′ cuts are shown, as well as for

the ugly cuts.



5.1. Correction of trigger jets in the gap/crack region 93

5.1.3 Expected impact on jet trigger

The OAR resulting from modifying the jet trigger chains by each one
of the corrections was computed. Considering the discussion about the f ′

choice presented above, the event and jet cuts were tested for f ′ = 0.2 and
f ′ = 0.1. Table 5.1 summarizes the results of these tests for 2016 period B
and 2017 period B data. In addition to the expected OAR, the correspond-
ing “potential savings” are also reported, which means the reduction in
total rate, relative to the original chain, that could be accomplished in
the modified chain, while keeping constant the amount of events passing
the offline selection. Chains j45 and j60 were ommitted from this table
because the changes in those are negligible.

Table 5.1: Impact of the corrections on the offline acceptance rate of the 2016 period B
and 2017 period B events passing the modified chains. The numbers inside parentheses

show the rate reduction that could be applied relative to the original chain while
keeping constant the number of offline-accepted events.

Offline acceptance rate[%] (potential savings[%])
2016 period B 2017 period B

Correction j15 j25 j35 j15 j25 j35
None 12.3 - 6.88 - 8.65 - 15.5 - 5.31 - 7.75 -

Pre-calib 12.8 (3.78) 8.07 (14.7) 9.35 (7.5) 16.7 (7.21) 7.79 (31.8) 8.7 (11)
Post-calib 14.5 (14.9) 9.09 (24.3) 9.67 (10.6) 15.8 (1.86) 6.6 (19.4) 8.48 (8.57)

0.1 event cut 12.2 (-0.65) 9.08 (24.2) 9.78 (11.6) 10.4 (-48.8) 6.3 (15.7) 8.86 (12.6)
0.2 event cut 12.8 (3.84) 9.51 (27.6) 10.3 (16) 11.6 (-33.8) 6.42 (17.3) 9 (13.9)

Ugly event cut 12.9 (4.73) 9.31 (26) 10.1 (14.6) 12.4 (-25.3) 6.23 (14.7) 8.82 (12.1)
0.1 jet cut 15.7 (21.6) 10.4 (33.7) 10.8 (19.8) 16 (3) 7.59 (30) 9.39 (17.4)
0.2 jet cut 15.1 (18.6) 9.65 (28.7) 10.1 (14.2) 15.9 (2.62) 6.98 (23.9) 8.78 (11.7)

Ugly jet cut 14.7 (16.1) 9.14 (24.7) 9.69 (10.8) 15.9 (2.14) 6.59 (19.4) 8.48 (8.61)

The pre- and post-calib corrections provide significant improvement
across chains and periods. The pre-calib correction is the best-performing
option in 2017 data, being much less effective in 2016. Considering 2017
data only, it would allow for a reduction of the HLT rate in the range
11-32%, depending on the HLT chain (for j25 and j35), while keeping the
offline rate fixed. The post-calib correction is slightly more effective in
2016 data than in 2017. Event cuts perform well for j25 and j35, but are
ineffective and in some cases detrimental for j15. Jet cuts are the correc-
tions yielding the highest OARs overall. In particular, the tighter 0.1 jet
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cut has the highest OAR for all chains in 2016 and is only slightly sur-
passed by the pre-calib correction in 2017. However, such an aggressive
cut could compromise statistics and also bias the data used by offline
analyses. The 0.2 jet cut could be the best compromise, since the η distri-
butions in Figure 5.4 show that it would at least not harm statistics. With
such a correction in place, the required HLT rate for a fixed offline rate
could have a reduction in the range 11-29% (for j25 and j35).

In the short term, the modest gain from these methods was not con-
sidered enough to offset the concerns about potential biases introduced
in the recorded data, which is used for jet energy scale and b-tagging
calibrations. For this reason, the studied corrections were not included
in the trigger menu for 2018 data taking. However, the results from this
study could still be useful in the future, since the harsher pile-up during
the LHC Run 3 is likely to enhance this issue.

5.1.4 Tag-and-probe methods

An alternative to the corrections presented above would be a correc-
tion that makes the best possible use of the TileGap3 sampling informa-
tion to return the most likely “true” jet four-momentum. This is of partic-
ular interest for a subset of missing-ET trigger chains that use jets above
a certain ET threshold as input to compute the missing ET in each event.

A tag-and-probe method was studied using Z boson candidates de-
caying into muons as reference objects (tags), in events where an associ-
ated single jet is also produced. The associated jet is the probe, which
is compared to the Z candidate, under the assumption of pT balance,
to study the effect of the response of TileGap3 scintillators on jets. The
method relies on the fact that the momentum resolution of muons is much
better than the energy resolution of jets. The events used were from 2017
periods B to F, recorded by a dimuon trigger, in order to reduce the bias
with respect to the response of the calorimeters.

For the application of the tag-and-probe selection, the pT-leading HLT
jet is defined as the probe and is required to have |η| < 2.5. The Z
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boson candidate is reconstructed by requiring two opposite-charge offline
muons, each with pT > 20 GeV and |η| < 2.4. Then, it is required to
have an invariant mass within 66 GeV and 116 GeV and pT > 20 GeV. A
correction to the pT of the Z candidate is done according to

pZ
T → pZ

T × | cos ∆φ(probe, Z)|,

in order to only consider the component which opposes the transverse
direction of the probe. Because there is no JVT at the trigger level, col-
lections of trigger jets typically have dozens of jets, even in events with
low jet multiplicity from the hard-scatter process. A simple require-
ment of one trigger jet would largely reduce the analysed sample and
would bias the selection towards events with untypically few pile-up
events. The exclusive single jet selection is instead imposed by requir-
ing ∆φ(probe, Z) > 2.9 and that the pT-subleading HLT jet, if present,
has pT < 0.4× pZ

T and pT < 0.2× pprobe
T .

Since the tag-and-probe method depends on the assumption of pT

balance, rejecting events in which the probe jet originates from pile-up is
crucial. This was done by using the JVT tool to tag the offline jet matched
to the probe jet. This allows two regions to be defined: a pile-up enriched
region and a pile-up depleted region, depending on the outcome of the
JVT. The histograms on Figure 5.5a show the normalised f probe

TG3 distribu-
tions for both regions, excluding events with f probe

TG3 = 0. A significant
separation is visible between the pile-up enriched and pile-up depleted
distributions.

Figure 5.5b shows the ratio pprobe
T /ptag

T as a function of f probe
TG3 for three

different Eprobe
T ranges, in the pile-up depleted region. The shaded bands

indicate the standard deviation of pprobe
T /ptag

T , while the vertical lines cor-
respond to the uncertainty on its average value. In general, a larger fTG3

corresponds to larger values of the ratio. For Eprobe
T > 100 GeV, this de-

pendence becomes less important and the standard deviation of the ratio
decreases. This study was not pursued further, but results of this kind
could be used to derive a correction for jets not believed to be spurious
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Figure 5.5: (a) Normalised distributions of fTG3 of the probe in events passing the
tag-and-probe selection, in the pile-up enriched (red) and pile-up depleted (grey)

regions. Events with f probe
TG3 exactly equal to 0 are excluded from the histograms. (b)

Average ratio pprobe
T /ptag

T as a function of f probe
TG3 for three different Eprobe

T ranges in the
pile-up depleted region. The shaded bands indicate the standard deviation of

pprobe
T /ptag

T , while the vertical lines correspond to the uncertainty on its average value.

and with fTG3 6= 0. Functional fits to the points of each Eprobe
T range,

as well as an interpolation between different Eprobe
T ranges, would be per-

formed. Then, for a jet with given ET and fTG3, the average corresponding
ptag

T would be known. The fTG3 dependence could be removed by scal-
ing the jet’s four-momentum such that its corrected pT would match the
pprobe

T of a jet with fTG3 = 0 for the same ptag
T .

5.2 Pile-up mitigation in low-ET chains

5.2.1 Timing

Trigger jet timing was tested as a possible discriminant for flagging
jets as originating from pile-up. Figure 5.6 shows distributions of timing
for ET-leading central HLT jets from 2017 period F data, for the j25 and j35
chains. Events are separated into those in which the offline jet matched
to the HLT jet either passes (‘good’ jet) or fails (‘bad’ jet) the JVT and
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Figure 5.6: Distributions of timing of ET-leading central HLT jets for events recorded by
different jet trigger chains during 2017 period F. Events are separated into those in

which the offline jet matched to the HLT jet either passes (red) or fails (blue) the JVT
and jet cleaning requirements. (a) j25. (b) j35.

jet cleaning requirements. Timing information provides some discrimin-
ation: a rejection of trigger jets with absolute value of timing greater than
15 ns in j15 (j25, j35) would reject 14% (17%, 38%) of the bad jets and 4%
(4%, 5%) of the good jets. Changing this timing threshold to 10 ns would
result in a bad jet rejection rate of 22% (25%, 46%) and a good jet rejection
rate of 7% (7%, 7%). For j25 and j35 in particular, there are visible bumps
close to absolute values of timing of 20 ns. Considering that data was
taken with a bunch-spacing of 25 ns, this corroborates the hypothesis that
out-of-time pile-up contributes in part to the excess of events.

5.2.2 Fast TracKer

The Fast TracKer (FTK) is a highly parallel, hardware-based, tracking
system that was planned to be implemented in the ATLAS trigger [116].
Its development has been abandoned during the second long shutdown
of the LHC. FTK would deliver all tracks with pT above 1 GeV for events
passing L1, enabling improved HLT decisions on all final states where
tracks can be used.



98 Chapter 5. ATLAS jet trigger studies

(a) (b)

Figure 5.7: Efficiency of the original and modified (matchJVT) j25 chain. (a) As a
function of pT of the pT-leading central (|η| < 2.8) offline jet. (b) As a function of the

number of inelastic pp interactions µ.

For the jet trigger, one application would be the development of a
trigger version of JVT, which would rely on FTK tracks to assign jets to
either the primary or a secondary vertex. The low ET threshold single
jet chains discussed above would benefit from such a tagger, since they
are affected by pile-up. An estimate of possible improvements in these
chains was performed, by matching HLT jets to offline jets using a ∆R
criterion and by assigning the offline JVT result to the corresponding HLT
jet. Then, a modified version of the chains was created by removing
jets failing the JVT from the jet collection prior to applying the default
selection of the chain. Analysing data from 2017 and 2018, the expected
rate reduction provided by such a modification of the chains would be
approximately 10% for j15 and j45, 50% for j25 and j35, and below 2% for
j60. On the other hand, a negligible impact was found on the amount of
events selected by offline analyses targeting the phase-space in which the
original chains would be fully efficient.

Figure 5.7a shows the efficiency of the original and modified j25
chains, as a function of pT of the pT-leading central (|η| < 2.8) offline
jet. An ideal trigger would have as its efficiency curve a Heavyside
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function centred at the full-efficiency point (not necessarily equal to
the nominal threshold). Any changes that bring the efficiency curve
closer to that scenario are desirable. Because the jet pT spectrum falls
rapidly, decreasing efficiency below the full-efficiency point provides a
disproportionately large decrease in rate. Figure 5.7b shows the pile-up
dependence of the j25 trigger efficiency, separately for regions of ET be-
low and above 40 GeV, which is roughly the full-efficiency point. Both the
original and modified chains are fully efficient above 40 GeV, regardless
of the number of pp interactions per bunch crossing µ. On the contrary,
the undesired efficiency below 40 GeV has a strong dependence on µ.
The original chain is 90% efficient for large µ (between 70 and 80). The
modified chain has approximately half of that efficiency, making it more
robust for future runs with higher levels of pile-up.
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The following chapters will focus on two analyses of tt̄H events in the
final state with leptons and with the Higgs boson decaying to bb̄. One
is the inclusive cross-section analysis and the other is the CP properties
analysis. This chapter introduces many important ingredients and pro-
cedures used in both. Section 6.1 defines the detector objects used and
Section 6.2 describes the data and MC samples. In Section 6.3, the chosen
background estimates are presented, with focus on the dominant back-
ground tt̄ +≥1b. The treatment of systematic uncertainties is explained
in Section 6.4. Finally, in Section 6.5, the profile-likelihood fits used for
the measurements are explained.

6.1 Object reconstruction

6.1.1 Electrons

The reconstruction of electrons starts from an energy cluster in the EM
calorimeter. Information from ID tracks is used to distinguish them from
photons. Electrons are required to have a matched track and photons are
defined as not having a matched track or being matched to a e−e+ pair
from a photon conversion. Identification of electrons relies on a likelihood
discriminant combining information from the matched track and from
the shower shape in the calorimeter. The energy of high-pT electrons is
obtained from the calorimeter measurement, while the direction is more
precisely determined from the matched track. Electrons are required to
have pT > 10 GeV and |η| < 2.47. Candidates in the calorimeter barrel–
end-cap transition region (1.37 < |η| < 1.52) are excluded. Electron tracks
must match the primary vertex of the event.

6.1.2 Muons

Muon identification starts from the muon spectrometer, with track
segments or full tracks. A match is attempted between these tracks and
the tracks in the ID. If it is successful, combined tracks are reconstructed
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using the hits in both sub-detectors and taking into account energy losses
in the calorimeters. The momentum measurements are performed using
the resulting combined tracks. The spectrometer performance is optimal
for muons with a pT of 100 GeV. Below that, the combination of both
systems is beneficial and below 30 GeV it is the ID that dominates the
momentum resolution. Muons are required to have pT > 10 GeV and
|η| < 2.5. Muon tracks must match the primary vertex of the event.

6.1.3 τ leptons

Hadronically decaying τ leptons mostly give rise to a final state with
one or three pions. In order to distinguish them from gluon- and quark-
initiated jets, τ lepton identification relies on track multiplicity and on a
multivariate discriminant based on the track collimation, jet substructure,
and kinematic information. The τ lepton candidates are required to have
pT > 25 GeV and |η| < 2.5.

6.1.4 Small-R jets

Reconstruction of jets1 relies on the anti-kt jet clustering algorithm [112].
It takes as input three-dimensional topological energy clusters in the
calorimeter [117]. The R parameter is set to 0.4. The reconstructed jets
are then calibrated. Calibration steps include pile-up subtraction, jet
energy scale and in situ corrections, the latter only applied to data in
order to fix residual differences in jet responses with respect to simula-
tion [113]. After calibration, jets are required to have pT > 25 GeV and
|η| < 2.5. In order to reduce the effect of pile-up, jets are required to pass
the JVT (see Section 5.1.1). Finally, jet cleaning is applied, and events
with at least one non-clean jet are rejected.

1In most analysis regions, small-R jets are the only jets used. For that reason they
will often be referred to simply as jets.
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6.1.5 b-tagging

The b-tagging procedure attempts to identify jets as originating from
the hadronisation of a b quark. Tracks matched to jets may be used to
produce variables which discriminate between different jet flavours. The
b-tagging algorithm used in the analyses, the MV2 tagger [118], uses mul-
tivariate techniques to integrate information about the impact parameter
of the tracks and their compatibility with a possible displaced second-
ary vertex or even a two-step decay chain within the jet. The tagger was
trained on jets from simulated tt̄ events, to discriminate b jets from back-
ground jets. In the particular variant of the tagger used, a mixture of 90%
light-flavour jets (initiated by gluons or u/d/s quarks) and 10% c jets was
used as the background jet sample.

A cut performed on the MV2 score defines a b-tagging working point
(WP), with a corresponding efficiency for correctly tagging b jets and
rejection factors for light-flavour and c jets. In the analyses addressed
here, a pseudo-continuous (PC) b-tagging method is used, which means
that more than one WP is used simultaneously. The WPs available have
efficiencies of 60%, 70%, 77% and 85%. The respective rejection rates are
1200, 300, 110 and 25 for light-flavour jets, and 23, 8.9, 4.9 and 2.7 for
c jets. The PC b-tagging score of a jet is defined by the tightest WP at
which the jet is tagged, such that a score of 1 corresponds to a jet not
tagged by any of the WPs and 5 corresponds to a jet tagged by all the
WPs, including the tightest one.

6.1.6 Overlap removal

To avoid the identification of a single detector response as more
than one detector object, an overlap removal procedure is and applied
to the reconstructed leptons and small-R jets. To prevent double-
counting of electron energy deposits as jets, the closest jet within
∆Ry =

√
(∆y)2 + (∆φ)2 = 0.2 of a selected electron is removed2. If,

2The rapidity is defined as y = 1
2 ln E+pz

E−pz
where E is the energy and pz is the longit-

udinal component of the momentum.
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after that removal, there are electrons within the ∆Ry = 0.4 cone of a jet,
those electrons are discarded. Muons separated from a jet momentum
vector by ∆Ry < 0.4 are also removed, resulting in a reduction of the
muon background from heavy-flavour decays inside jets. An exception is
made if the jet has fewer than three associated tracks, in which case the
jet is removed. This avoids an inefficiency for high-energy muons under-
going a significant energy loss in the calorimeter. A τ lepton candidate
is rejected if it is separated by ∆Ry < 0.2 from any selected electron or
muon.

6.1.7 Missing ET

In events resulting from hadron collisions, the vector sum of the trans-
verse components of the outgoing particles must be zero. For this reason,
it is interesting to define a missing ET as the negative of the vector sum of
the pT of all particles produced at the primary vertex. First, this is com-
puted using the selected objects as defined above. Then, an extra term
is added to account for particles in the event not associated with any of
the selected objects. This ‘soft term’ is calculated from ID tracks matched
to the primary vertex, to avoid pile-up contamination. If there are ener-
getic undetected particles in the event, such as neutrinos, the missing ET

should correspond to the transverse component of the vector sum of their
momenta.

6.1.8 Boosted objects

Large-R jets

When a Higgs boson or a top quark with high pT decay hadronically,
the resulting showers may be very collimated. This feature is exploited
by building a collection of large-R jets. With a large enough radius, large-
R jets may be able to contain all the decay products from a boosted top
quark or Higgs boson in signal events. The previously selected small-R
jets are used as inputs for a jet reclustering technique [119] through an



106 Chapter 6. Features of tt̄H(H → bb̄) analyses

anti-kt algorithm with a radius parameter of R = 1.0. Reclustered (RC)
jets have the advantage of not needing additional calibration, because the
input small-R jets are already calibrated. RC jets are required to have a
reconstructed invariant mass higher than 50 GeV, pT > 200 GeV and at
least two constituent small-R jets.

Deep Neural Network

A multi-class deep neural network (DNN) was trained to identify the
most likely origin of the RC jets, distinguishing between three categories:
Higgs boson jets, top quark jets and QCD jets. The final layer of the
DNN is a three-node output, corresponding to the inferred probabilities
of the true jet category: P(H), P(t) and P(q) for Higgs, top and QCD,
respectively.

The DNN was trained jet by jet, using a sample of simulated CP-even
tt̄H events, after requiring two RC jets, at least one lepton and at least
two small-R jets b-tagged with the 85% WP. The true categories of Higgs
boson jet and top quark jet were obtained by matching the RC jets, within
cones of ∆R = 0.4, to hadronically decaying Higgs bosons or top quarks,
respectively, at the generator level. All RC jets without a match were
labelled as QCD jets. Input variables to the DNN include information
about the RC jet constituents, such as pT, angular separations and PC
b-tagging scores, as well as variables describing the substructure of the
RC jet, such as masses and number of constituents. For optimising the
performance of the DNN, the metric used was the rate at which the true
categories are correctly predicted, where the predicted category is that
for which the output probability is highest. Identification of Higgs boson
jets was given a higher priority in this optimisation.

Higgs candidate

From the DNN, a tagger for a particular category can be obtained by
cutting on the corresponding probability. The distributions of P(H), P(t)
and P(q) are shown in Figure 6.1 for true Higgs boson jets and top quark
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jets. A threshold of 0.6 on P(H) has been chosen for the definition of the
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Figure 6.1: Distributions of the probabilities P(H), P(t) and P(q). (a) Higgs boson jets.
(b) Top quark jets.

Higgs tagger to be used in event selection. This working point sacrifices
a large portion of Higgs jets (∼ 40%) in exchange for a high rejection rate
of top and QCD jets.

Boosted Higgs candidates are required to have pT > 300 GeV and
mass in the interval [100, 140[ GeV, to contain at least two constituent
jets, among which exactly two b-tagged at the 85% WP, and to be Higgs-
tagged by the DNN. If more than one boosted Higgs boson candidate is
identified, the one with the mass closest to 125 GeV is selected.

6.2 Data and Monte Carlo samples

6.2.1 Data

The analyses discussed here use pp collision data collected from 2015
to 2018 by the ATLAS detector at

√
s =13 TeV. This corresponds to the

full Run 2 dataset, with a total integrated luminosity of 139.0 fb−1. Selec-
ted events were recorded using unprescaled single-lepton triggers, fully
efficient in the selected phase-space. Standard data taking quality re-
quirements are applied, such as stable LHC beams and fully operational
ATLAS detector conditions.
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6.2.2 Monte Carlo

This section gives a description of features of the MC samples that
are common to several processes, followed by a more detailed discussion,
addressing each process individually. Additional technical aspects about
event generation, such as mass parameters, parton density function (PDF)
sets and scale choices, can be found in Appendix A.

For the analyses, several MC samples were produced using the full
simulation of the ATLAS detector [120] based on Geant4 [121], while
others were produced using a faster method, where the simulation of
the calorimeter is replaced by a detailed parameterisation of shower
shapes [122]. Both simulations were found to give similar modelling.

To simulate the effects of pile-up, additional interactions were gener-
ated using Pythia8 [123] and overlaid to the simulated primary events.
Event weights are used in simulation to make the distribution of the
number of pile-up events per bunch crossing match the one observed
in collision data. All simulated events are processed through the same
reconstruction algorithms and analysis chain as the data.

For all samples generated using MadGraph5_aMC@NLO [90] for the
matrix element (ME), top quarks, Z and W bosons are decayed at LO
using MadSpin [99] to preserve all spin correlations. In all samples in-
volving Higgs boson production, the Higgs boson decay is handled by
the PS generator, with all decay modes included. For t- and s-channel
single top, tZq and V+ jets production, only final states with at least one
charged lepton are included. In tWZ, only Z boson decays to a pair of
leptons are considered. For all other processes, all decay modes of the Z
and W bosons are included.

Most of the samples were generated in the five flavour scheme (5FS),
in which all the quarks, with the exception of the top quark, are treated
as massless and are available in the PDFs, such that they may be taken
directly from the proton to play the role of initial-state partons. In a few
samples, the four flavour scheme (4FS) is used instead, in which effects
due to the non-zero mass of the b quark are taken into account. One such
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case is that of the tt̄ + bb̄ sample used to model the nominal prediction
for tt̄ +≥1b, for which the choice of the 4FS will be motivated in detail in
Section 6.3.2. Besides that, the 4FS is used for production processes of a
single top quark in the t-channel, including in associated production with
a Higgs or Z boson. What favours the choice of the 4FS for these processes
is a much more accurate modelling of the kinematics of the associated
(spectator) b quark [124]. The gluon splitting originating this b quark is
modelled by the ME in MC generators using the 4FS, but it is modelled by
the PS in the 5FS, leading to inaccuracies and large dependence on the PS
model. Analyses depending on the discrimination between the t-channel
process and other single top or tt̄ processes rely crucially on features of
the spectator b quark, and for that reason the 4FS prescription is adopted
in the ATLAS collaboration.

tt̄H

The tt̄H signal samples used for the nominal predictions in the cross-
section analysis and in the CP analysis are different. The nominal sample
for the cross-section analysis is obtained from a PowhegBox [125, 126]
generator setup. In the CP analysis, the nominal samples used are gen-
erated with the MadGraph5_aMC@NLO generator. In both cases, the
predictions have NLO precision in QCD and use the 5FS. The PS and
hadronisation are modelled with Pythia8.

With the MadGraph5_aMC@NLO setup, besides the SM sample
(α = 0, κ′t = 1), two samples of alternative CP scenarios are available,
assuming a simple extension of the top-Higgs interaction Lagrangian,
as described in Section 2.3. One has α = 90◦ – corresponding to a pure
CP-odd interaction – and the other has α = 45◦ – corresponding to
maximal CP mixing. In both samples, κ′t is set to 1. The generation of
these samples relied on the HC UFO model [91, 92].

A sample produced from the same generated events as the Powheg-
Box+Pythia8 sample, but showered with Herwig7 [127] instead of Py-
thia8, is used to evaluate the impact of the PS and hadronisation model.
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tH

Samples for associated production of a single top quark and a Higgs
boson are also used. In the tt̄H cross-section measurement, this process
is treated as background. However, in the CP analysis it must be taken
as signal because the considered modification to the top-Higgs coupling
inevitably affects both tH and tt̄H production. Two sub-processes – tHjb
and tWH – are generated using the MadGraph5_aMC@NLO generator
at NLO in QCD. For tHjb, events are generated in the 4FS. The 5FS is used
for the tWH simulation. In both processes, Pythia8 is used to handle the
PS and hadronisation.

In addition to the SM tHjb and tWH, multiple samples are also gen-
erated with different scenarios for the top-Higgs coupling, again using
the HC UFO model that allows a CP-odd component. For each of the
processes, the following values of α and κ′t are used:

• α from 15° to 90°, in steps of 15°, with κ′t = 1

• α = 0, with κ′t ∈ {−1, 0.5, 2}

• α = 45°, with κ′t = 2

tt̄ + jets

A tt̄ + bb̄ sample generated at NLO in the 4FS was produced with
the PowhegBoxRes [128] generator and OpenLoops [129, 130, 131], us-
ing a pre-release provided by the authors [132], and using Pythia8 for
the PS and hadronisation. This sample is used as the nominal tt̄ +≥1b
prediction.

The inclusive production of tt̄ events is modelled using the Powheg-
Box [133] generator at NLO in QCD in the 5FS. Parton showers and
hadronisation are simulated in Pythia8, with similar settings as for the
PowhegBox+Pythia8 tt̄H samples. This sample is used for the nom-
inal predictions of tt̄ production with additional c jets (tt̄ +≥1c) and tt̄
production with additional light-flavour jets (tt̄ + light), as well as for
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uncertainty estimation in tt̄ +≥1b. Two additional samples are used to
estimate the impact of modelling uncertainties: one is generated with a
PowhegBox setup, like the nominal, but showered with Herwig7; the
other is generated with a MadGraph5_aMC@NLO setup and showered
with Pythia8.

Single top

Single top t-channel, s-channel, and tW production are modelled at
NLO in QCD using the PowhegBox [124, 134, 135] generator. For t-
channel production, events are generated in the 4FS and MadSpin is used
to decay top quarks and W bosons. For s-channel and tW production,
events are generated in the 5FS. For tW production, the diagram removal
scheme [136] is employed to handle the interference with tt̄ production.
The events are showered with Pythia8.

For evaluating the impact of modelling uncertainties, additional
samples are used. One set of samples has the same events generated in
PowhegBox for the nominal samples, in which the PS is generated by
Herwig7 instead of Pythia8. Another set consists of samples generated
with MadGraph5_aMC@NLO, with NLO precision in QCD, in the 4FS
for t-channel production, and in the 5FS for s-channel and tW production.
Those events are showered with Pythia8. Finally, for tW production, an
alternative sample is generated using the diagram subtraction scheme to
estimate the uncertainty due to the interference with tt̄ production.

Rare top processes

All samples used for nominal predictions of rare top processes
are generated using the MadGraph5_aMC@NLO generator and are
showered with Pythia8. The tZq samples are generated at LO in QCD,
while the production of tt̄V (V is a W or Z boson), tt̄tt̄ and tWZ are
modelled at NLO. The diagram removal scheme is applied to the tWZ
sample to handle the interference with tt̄Z.
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For modelling uncertainty estimation, additional tt̄V samples are pro-
duced with the Sherpa generator, using the MEPS@LO prescription [137,
138] with up to one additional parton for the tt̄Z sample and two addi-
tional partons for the others. The CKKW merging scale of the additional
emissions is set to 30 GeV.

Vector bosons

Samples of V+ jets and diboson production are simulated with the
Sherpa generator. The V+ jets prediction is obtained from NLO-accurate
MEs for up to two partons and LO-accurate MEs for up to four partons,
calculated using the Comix [139] and OpenLoops libraries. The NLO MEs
of a given jet multiplicity are matched to the PS using a variant of the
MC@NLO algorithm [140]. Different jet multiplicities are then merged
into an inclusive sample using the MEPS@NLO prescription [137, 138],
with a merging cut at 20 GeV. In diboson samples, MEs corresponding to
different numbers of parton emissions are also merged and matched to
the Sherpa PS using the MEPS@NLO prescription.

6.3 Background modelling

6.3.1 tt̄ + jets flavour classification

The tt̄ + jets background is categorised according to the flavour of
additional jets in the event. Generator-level particle jets are reconstructed
from stable particles (lifetime longer than 3 × 10−11 s) using the anti-kt

algorithm with a radius parameter R = 0.4, and are required to have
pT > 15 GeV and |η| < 2.5. The flavour of a jet is determined by counting
the number of b or c hadrons within ∆R < 0.4 of the jet axis. Jets matched
to at least one b hadron with pT above 5 GeV are labelled b jets. Jets not
labelled as b jets and matched to at least one c hadron with pT above 5 GeV
are labelled c jets. Events with at least one b jet besides the products of
the tt̄ decay are labelled as tt̄ +≥1b and those with no b jets but at least
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one c jet are labelled as tt̄+≥1c. Finally, events not containing any heavy-
flavour jets aside from the tt̄ decay chain are labelled as tt̄ + light. These
three tt̄ + jets components receive separate treatments in many aspects of
the analyses.

6.3.2 tt̄ +≥1b

Production of tt̄+≥1b at the LHC is dominated by the QCD-mediated
tt̄ + bb̄ process. At LO, the cross-section of tt̄ + bb̄ production has a de-
pendence on the fourth power of the strong coupling constant αS, making
it particularly sensitive to variations of the renormalisation scale [128].
Even at NLO, the production cross-section sees a 20-30% impact from
varying this scale up and down by a factor two, which is a conventional
way to estimate the uncertainty due to missing higher-order contribu-
tions. One of the challenges in calculations of the tt̄ + bb̄ process is that
it is a process characterised by two different energy scales: that of the tt̄
system, at ∼ 500 GeV, and that of the bb̄ system, at a few tens of GeV.
This must be taken into account when choosing the renormalisation scale
in order to avoid potentially large corrections beyond NLO. Different ap-
proaches may be used to generate tt̄ + bb̄ events.

One possible approach is to use a tt̄ ME at NLO in the 5FS. Additional
b jets arise from bb̄ pairs due to g → bb̄ splittings generated by the PS
and, to a lesser extent, in the ME process gb → tt̄b, since the b quark is
an available initial-state parton in the five flavour PDFs. Both cases are
described by a tt̄ + j ME, which is only LO-accurate in this prediction.
Furthermore, the b jet observables depend largely on the modelling of
the PS that governs the gluon splittings. The upside of this dependence is
that PS models provide enough freedom to allow accurate tuning to data.

Another option is to use a tt̄+ bb̄ ME at NLO in the 4FS. This approach
avoids the large dependence on the PS because the g → bb̄ splitting is
always included in the ME. Divergences due to gluon splittings are pre-
vented by the non-zero b quark mass in the 4FS. It has been shown that
tt̄ + ≥1b production is dominated by tt̄g production followed by gluon
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splittings into bb̄, which supports the use of this prescription. This estim-
ate covers the full phase-space of tt̄ +≥1b, with up to two additional b
jets. It also provides NLO accuracy on observables involving the addi-
tional b jets. A practical advantage of this approach is that the bulk of
generated events are in the tt̄ +≥1b category, while in the previous pre-
scriptions the whole tt̄ + jets phase-space must be generated, out of which
only a small fraction of events corresponds to tt̄ +≥1b. Figure 6.2 shows
two example diagrams of tt̄+ bb̄ production, highlighting the vertices and
lines whose treatment depends on the prescription used.

Figure 6.2: Example diagrams of tt̄ + bb̄ production, with the bb̄ pair resulting from
initial-state (left) and final-state (right) gluon splittings [128]. In the tt̄ NLO 5FS

prescription, the ME provides the part of the process represented in black, while the
elements in orange are generated by the PS. In the tt̄ + bb̄ NLO 4FS prescription, both

processes are fully covered by the ME.

Considering the theoretical arguments presented above, the Powheg-
Box+Pythia8 tt̄ + bb̄ 4FS sample is used as the nominal prediction for
tt̄ + ≥1b in the analyses. This choice was also supported by comparis-
ons between data and simulation in signal-depleted analysis regions. A
BDT was trained to classify events as originating from either the tt̄ + bb̄
sample or the tt̄ inclusive sample. This resulted in significantly different
predictions for the distribution of the BDT score, where the Powheg-
Box+Pythia8 tt̄ + bb̄ sample was found to agree better with the data.
The normalisation of this sample is given directly by the cross-section
predicted by the generator. However, this is only used as a reference: the
normalisation of the tt̄+≥1b background is let free-floating in the fits, ac-
quiring the value that best adjusts to data, without any prior constraint.
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6.3.3 tt̄ + light and tt̄ +≥1c

For tt̄ + ≥1c and tt̄ + light events, the PowhegBox+Pythia8 tt̄ 5FS
sample is used. The tt̄ + light prediction benefits from precise measure-
ments in data of the tt̄ + jets process, of which tt̄ + light is the dominant
component. However, the smaller tt̄ +≥1c component is relatively more
important in the analyses discussed here, since tt̄ +≥1c events are more
likely to meet the b-tagging requirements made. For this reason, tt̄ +≥1c
and tt̄ + light are treated as independent processes in the analysis, each
with its own modelling uncertainties. The sample is normalised to a cross
section of 832 pb, which is the central value of the predicted tt̄ cross-
section calculated at next-to-next-to leading order (NNLO) in QCD, in-
cluding resummation of next-to-next-to-leading logarithmic (NNLL) soft
gluon terms with top++2.0, for a top quark mass of 172.5 GeV [141, 142].

6.3.4 Other backgrounds

For the modelling of single top production (t-channel, s-channel and
tW), the PowhegBox+Pythia8 samples are employed. These samples
are normalised using the theory prediction calculated at NLO in QCD
with Hathor [143, 144] for t- and s-channel, and using the theory predic-
tion calculated at NLO in QCD with NNLL soft gluon corrections for tW
production [145].

The tt̄V, tt̄tt̄, tZq, and tWZ backgrounds are modelled using the Mad-
Graph5_aMC@NLO+Pythia8 MC samples. The tH production process
is considered as background in the cross-section analysis, and modelled
using the MadGraph5_aMC@NLO+Pythia8 SM samples.

The single and pair production of vector bosons in association with
jets is modelled using the Sherpa samples. The V+ jets samples are nor-
malised to an NNLO prediction [146]. The normalisation of the Z+jets
sample is scaled to match the data in a region closer to the analysis re-
gions, with a b jet requirement.

The estimation of the background due to fake and non-prompt leptons
in the dilepton channel relies on the full set of nominal background
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samples. Events with fake and non-prompt leptons in those samples are
subject to a data-driven correction, derived in regions with same-charge
lepton pairs. In the single-lepton channel, this background was found to
be negligible in the selected phase-space. This was done by verifying that
the level of agreement between data and prediction, in regions sensitive
to this background, does not depend on the lepton isolation criteria.

Higgs boson production processes other than those associated with
top quarks were found to be negligible and are not considered.

6.4 Systematic uncertainties

Many sources of systematic uncertainty affect these analyses. Differ-
ent sources may affect only the normalisation of the samples (total num-
ber of events in the phase-space selected by the analyses), only the shape
(distribution of the events across the analysis regions and bins), or both.
All the considered sources of experimental uncertainty, with the excep-
tion of the uncertainty on luminosity, affect both the normalisation and
shape of samples. Regarding modelling uncertainties, the three kinds of
sources exist: cross-section uncertainties affect normalisation only, un-
certainties related to tt̄ +≥1b modelling only affect shape, while all the
other modelling uncertainty sources affect both shape and normalisation.
Aside from cross-section uncertainties, modelling uncertainties are estim-
ated in such a way as to not have an impact on the inclusive cross-section
of the corresponding process. This does not mean that they will not have
an impact in the normalisation, since the fraction of events accepted in
the phase-space of the analysis is in general affected.

Unless explicitly specified, each uncertainty source has a correlated
effect across all the analysis regions. Additionally, experimental uncer-
tainty sources have their impact correlated across all samples.

There are differences in signal modelling uncertainties between the
cross-section and the CP analyses and, for that reason, they are not de-
tailed in this section, but rather in the chapter of the respective analysis.
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6.4.1 Experimental

Luminosity and pile-up modelling

The uncertainty on the integrated luminosity only has an effect on nor-
malisations. For the full Run 2 dataset, it is 1.7% [147]. The uncertainty in
the ratio between predicted and measured pile-up is taken into account
by a variation of the pile-up dependent weights used on simulated events.

Detector objects

Reconstruction of physics objects is not perfectly modelled by simu-
lation. Thus, different efficiencies with respect to data are compensated
by using scale factors as event weights in simulation. These scale factors
are derived with uncertainties, which must be propagated. In these ana-
lyses, leptons have scale factor uncertainties associated with selection by
the trigger, reconstruction, identification, and isolation. In total, there are
4 such components for electrons and 10 for muons. Jets have one scale
factor uncertainty associated with JVT and 85 associated with b-tagging.
The latter are divided into those related to the tagging of true b jets (45
sources) and those related to the b-(mis)tagging of c and light-flavour jets
(20 sources each). The large number of sources is due to the use of PC
b-tagging and the parameterisation of the scale factors as a function of jet
pT.

The energy or momentum scales of objects and their corresponding
resolutions also behave differently between data and simulation. Correc-
tions are applied on simulation to account for this, and the uncertainties
on these corrections affect the analyses. In the case of energy or mo-
mentum scales, the impact is estimated by re-doing the event selection
with the associated quantities affected by ±1σ. For jets, there are 31
sources of energy scale uncertainty, among which are those related to jet
flavour, pile-up corrections, η dependence, and high-pT jets. To account
for energy/momentum resolution effects, the event selection is re-done
after smearing the corresponding quantity in the event. Altogether, en-
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ergy/momentum scales and resolutions account for 3 uncertainty com-
ponents for electrons, 5 for muons, 40 for jets and 3 for the soft term of
missing ET.

6.4.2 Background modelling

tt̄+jets

An uncertainty of ±6% is assumed for the tt̄ + light cross-section
based on the prediction at NNLO+NNLL for inclusive tt̄ production.
This value includes effects from varying the factorisation and renorm-
alisation scales (µr and µ f , respectively), the PDFs, αS, and the top quark
mass [148]. An uncertainty of 100% on the normalisation of the tt̄ +≥1c
sample is applied. No uncertainty on the normalisation of tt̄ + ≥1b is
considered, since it is to be inferred from the data simultaneously with
the signal properties. All the uncertainty sources in tt̄ + jets modelling
are decorrelated among the tt̄ +≥1b, tt̄ +≥1c and tt̄ + light processes.

Since the tt̄ + ≥1b normalisation is measured in the data, it is con-
venient to ensure that tt̄ +≥1b modelling uncertainties only affect shape.
In practice, the alternative predictions that are compared to the nom-
inal for estimating uncertainties are normalised to the nominal before the
comparison. It should be stressed that the full analysis phase-space is
considered for this correction, such that tt̄ +≥1b modelling uncertainties
still impact the number of events in each of the analysis regions.

An uncertainty is assigned to the relative importance of the tt̄+ 1b and
tt̄ +≥2b subcomponents of the tt̄ +≥1b background. The ratio between
the tt̄ + 1b and tt̄ +≥2b fractions in the analysis phase-space is given a
relative uncertainty of 75% upwards and 49% downwards, resulting in a
shape-only effect on tt̄ + ≥1b. This relative variation is the largest one
obtained when comparing any two tt̄ + ≥1b predictions. In particular,
it results from the comparison between the PowhegBox+Pythia8 and
PowhegBox+Herwig7 tt̄ samples. Since this uncertainty in the 1b/2b
ratio is included explicitly, a correction is applied to other modelling un-
certainties of tt̄ +≥1b such that they have no impact on this ratio.
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Uncertainties associated with the modelling of tt̄ +≥1b, tt̄ +≥1c and
tt̄ + light by the nominal MC samples are also considered, leading to 4
independent sources for each of these tt̄ + jets components (12 in total).
For uncertainties in the modelling of initial-state radiation (ISR) and final-
state radiation (FSR), event weights are available in the nominal samples
that provide predictions with varied scales. Up variations correspond to
multiplying scales by a factor close to 0.5, while down variations corres-
pond to factors close to 2. Decreasing a scale corresponds to increasing
αS in a certain component of the event generation, thus increasing the
associated amount of radiation. The uncertainty due to ISR is estimated
by simultaneously changing µr and µ f in the ME and the renormalisa-
tion scale for ISR emissions (µISR

r ) in the PS. For the FSR, µFSR
r is changed

in the PS. For the uncertainties due to the PS and hadronisation model
and due to the NLO matching scheme, no alternative samples of 4FS
tt̄ + bb̄ were available. Therefore, in order to estimate these uncertainties
on tt̄ +≥1b, comparisons are made between tt̄ +≥1b estimates from 5FS
tt̄ samples, as is done for tt̄ +≥1c and tt̄ + light. The nominal Powheg-
Box+Pythia8 sample is compared to the PowhegBox+Herwig7 sample
to assess the effect of the PS and hadronisation models, and to the Mad-
Graph5_aMC@NLO+Pythia8 sample to assess the effect of the NLO
matching technique.

Comparing the predictions from two 5FS tt̄ setups to estimate the
effects of PS and hadronisation model and NLO matching technique
choices on tt̄ + ≥1b may be seen as inadequate. As discussed in Sec-
tion 6.3.2, the observables on the additional b jets are described at NLO
with the tt̄ + bb̄ samples, while they are described by the PS in the tt̄
samples. Therefore, the impact of NLO matching and PS modelling
choice is expected to be larger in the tt̄ predictions than in the tt̄ + bb̄
predictions for the observables relevant for these analyses. Although not
ideal, these uncertainty estimates may at least be regarded as conservative
and were kept due to the lack of viable alternatives.

Additional systematic uncertainties are included for the dominant
tt̄ + ≥1b background, depending on the analysis. In the cross-section
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analysis, the pT distribution of the Higgs candidate b-jet pair (pbb̄
T ) is used

as an observable in the signal regions. Significant mismodelling of this
distribution is observed, and for that reason an uncertainty is included in
order to account for it. The upwards variation is derived in such a way
as to bring the predicted binned distribution of pbb̄

T to a perfect agree-
ment with data. The derivation of the NLO matching and the PS and
hadronisation from 5FS tt̄ predictions does not provide enough confid-
ence in the estimated correlation of their impact across regions. For this
reason, both uncertainties are decorrelated between the single-lepton and
the dilepton channels. Besides this, the uncertainty due to NLO matching
is decorrelated between signal and control regions and, within the signal
regions, it is decorrelated across the bins of pbb̄

T . In the CP analysis, an
uncertainty due to the choice of prescription – ME and flavour scheme –
is considered, by comparing the nominal 4FS tt̄ + bb̄ sample to the 5FS
PowhegBox+Pythia8 tt̄ sample. This was found to be necessary because
the difference between the two predictions in some of the distributions of
CP-discriminant observables was not covered by other uncertainties.

The different systematic uncertainties affecting the modelling of the
tt̄ + jets background are summarised in Table 6.1.

Table 6.1: Summary of the sources of systematic uncertainty for tt̄ + jets modelling.
The tt̄ +≥1b uncertainties are evaluated in such a way as to have no impact on the

normalisation of tt̄ +≥1b. Due to the inclusion of the uncertainty on the 1b/2b ratio,
all other tt̄ +≥1b uncertainties are corrected in order to have no impact on that ratio.

Uncertainty source Description Components
tt̄ cross-section Up or down by 6% tt̄ + light
tt̄ +≥1c normalisation Up or down by 100% tt̄ +≥1c
1b/2b ratio Up by 75% or down by 49% tt̄ +≥1b
ISR Varying µISR

R (PS), µR and µF (ME) All
FSR Varying µFSR

R (PS) All
NLO matching MadGraph5_aMC@NLO vs. PowhegBox All
PS and hadronisation Herwig7 vs. Pythia8 All
pbb̄

T shape (cross-section analysis only) Data-driven correction of pbb̄
T shape tt̄ +≥1b

ME and FS (CP analysis only) tt̄ (5FS) vs. tt̄ + bb̄ (4FS) tt̄ +≥1b



6.4. Systematic uncertainties 121

Other backgrounds

A ±5% uncertainty is considered for the cross-sections of the three
single top production modes [149]. Uncertainties associated with the PS
and hadronisation model and with the NLO matching scheme are evalu-
ated by comparing, for each process, the nominal PowhegBox+Pythia8
sample to samples produced using PowhegBox+Herwig7 and Mad-
Graph5_aMC@NLO+Pythia8, respectively. The uncertainty associated
with the interference between tW and tt̄ production at NLO is assessed
by comparing the nominal sample produced using the diagram removal
scheme to an alternative sample produced using the diagram subtraction
scheme.

Modelling uncertainties on the tt̄V background are similar for the
tt̄W and tt̄Z components, but decorrelated between the two. The un-
certainty on the NLO cross-section prediction is 15% [150, 151], split into
a PDF source and a QCD scales source. An additional tt̄V modelling
uncertainty, simultaneously related to the choice of PS and hadronisation
model and NLO matching scheme is assessed by comparing the nominal
MadGraph5_aMC@NLO+Pythia8 samples with the alternative ones
generated with Sherpa.

A total 50% normalisation uncertainty is considered for the tt̄tt̄ back-
ground, covering effects from varying µr and µ f , PDFs and αS. The small
backgrounds from tZq and tWZ are each assigned cross-section uncer-
tainties: for tZq, ±7.9% accounting for µr and µ f variations and ±0.9%
accounting for PDFs; for tWZ, a single uncertainty of ±50%.

An uncertainty of 40% is assumed for the W+ jets cross-section, with
an additional 30% normalisation uncertainty used for W + heavy-flavour
jets, decorrelated between events with two and more than two heavy-
flavour jets. These uncertainties are based on variations of µr and µ f

in the Sherpa samples. An uncertainty of 35% is applied to the Z + jets
normalisation, to account for the effects of scale variations and for the
uncertainty in deriving from data the normalisation of the heavy-flavour
component. This uncertainty is decorrelated between the single-lepton
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and dilepton channels and between the 3-jet and ≥4-jet regions in the
dilepton channel. A total 50% normalisation uncertainty in the diboson
background is assumed, estimated from comparisons of cross-sections
and jet multiplicity distributions obtained from different generators.

Table 6.2 summarises all the systematic uncertainties considered in the
analyses, with a count of the independent components and the indication
of whether they affect only the normalisation (N), only shapes (S), or both
(NS). The signal uncertainties are included for completeness of the table,
although they are only described in detail in the following chapters. In the
cases where the number of components differs between the cross-section
and CP analyses, they are both shown in the format ncross-section/nCP .

6.5 Profile-likelihood fit

A binned profile-likelihood fit is used to perform the measurements.
The observable inputs to the fit are absolute-frequency histograms of a
discriminant variable for each of the analysis regions. The signal and
background contributions are adjusted, such that the total prediction
best fits the data. This fit is made by simultaneously varying paramet-
ers that affect shapes and normalisations of both signal and background
processes.

A likelihood function is constructed to allow the fitting proced-
ure [152]. It is proportional to the probability for a model with given
parameter values to yield the observed data. This is realised by the
product of Poisson probabilities over all bins considered in the analysis,
each Poisson term having the form P(nobs|nexp), where the mean value
nexp is the expected number of events for that bin given the parameter
values, and nobs is the number of data events in that bin. The best-fit
set of parameter values is estimated as the one which maximises the
likelihood function.

The fit model includes free parameters ~φ and constrained parameters
~θ. A constrained parameter is used for each source of systematic uncer-
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Table 6.2: Summary of systematic uncertainties included in the analyses. Type ‘N’ only
affects normalisation, type ‘S’ only affects shapes, and type ‘SN’ affects both. For the

modelling uncertainties of tt̄H, tH and tt̄ +≥1b, there are differences between the
cross-section and the CP analyses and the number of components is given as

ncross-section/nCP .

Systematic uncertainty Type No. of components
Luminosity N 1
Pile-up modelling SN 1
Detector Objects

Electrons SN 7
Muons SN 15
b-tagging SN 85
Jet energy scale/resolution, JVT SN 41
Missing ET SN 3

Signal modelling
H branching fractions N 3
tt̄H cross-section N 2
tt̄H modelling SN 9/4
tH modelling SN 0/4

tt̄+jets modelling
tt̄ + light cross-section N 1
tt̄ +≥1c normalisation N 1
tt̄ + light modelling SN 4
tt̄ +≥1c modelling SN 4
tt̄ +≥1b modelling S 17/6

Other background modelling
tt̄V cross-section N 4
tt̄V modelling SN 2
Single top cross-section N 3
Single top modelling SN 7
Rare top processes cross-section N 4
V+ jets, VV normalisation N 7

tainty, to allow adjustments to the predictions that respect the size of the
uncertainty considered. For each θi, the nominal prediction is mapped
to the value 0, the predictions from the upwards and downwards vari-
ations of the corresponding source of uncertainty are mapped to ±1, and
all other values are obtained by interpolation/extrapolation. For system-
atic uncertainties defined by comparing two MC setups, the alternative
setup is defined as the upwards variation, and the downwards variation
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is obtained by symmetrising its effect. The systematic uncertainty due to
limited statistics of MC samples is accounted for by a set of constrained
parameters, one for each analysis bin, affecting the total prediction in that
bin by an amount equal to the sum in quadrature of the MC event weights
in that bin. The θi should not vary freely, but rather in a constrained way,
compatible with the size of the uncertainties. This is achieved with prior
distributions – penalty factors – of the form C(θi). A Gaussian constraint
is used for most constrained parameters, with mean value and standard
deviation equal to 0 and 1, respectively. The exceptions are those related
to the limited statistics of the MC samples, which are given Poisson con-
straints instead. The constraint terms strongly reduce the likelihood if
there are large shifts in the respective parameters. In summary, the likeli-
hood function may be written as

L(~φ,~θ) = ∏
i∈bins

P(nobs
i |n

exp
i (~φ,~θ))∏

θj

C(θj), (6.1)

which could be worded as the probability of the data given the para-
meters times the prior probability of the constrained parameters. The
first factor, which includes the free parameters and the data, is purely
frequentist. The second factor, regarding constrained parameters, is of
a Bayesian nature, as it makes a statement about the probability distri-
bution of parameter values, estimated from previous measurements or
theoretical considerations.

In the context of analysis, the classification of parameters into para-
meters of interest and nuisance parameters is used. The parameters of
interest are those that the analyses aim to measure and they are free
parameters affecting the signal: the tt̄H signal strength µ, in the cross-
section analysis, and the CP-mixing angle α and the coupling modifier
κ′t, in the CP analysis. The nuisance parameters include the free para-
meter k(tt̄ +≥1b), which is the tt̄ +≥1b normalisation factor, and all the
constrained parameters corresponding to systematic uncertainties.

In practice, the problem of maximising the likelihood function is
turned into the minimisation of the negative log-likelihood (NLL)
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− lnL(~φ,~θ). This minimisation, in a space with number of dimen-
sions of order 100, is performed iteratively: at each step, the gradient and
the Hessian matrix of the NLL are computed through finite methods. A
distance to the minimum is estimated, as well as a tentative direction
towards it. A search for a minimum along that direction is performed,
and the minimiser evolves to the position found. The process is re-
peated until the estimated distance to the minimum falls below a given
threshold. At the end, the best-fit parameter values are returned. Besides
that, the parameter uncertainties and a matrix of correlation coefficients
are obtained from the Hessian matrix.

The frequentist factors in the likelihood disfavour disagreements
between data and prediction. For this reason, the uncertainties on nuis-
ance parameters may be constrained by data during the fit, becoming
smaller than they are originally in the prior distributions. Thus, inclu-
sion of control regions with high statistics in a profile-likelihood fit is
an effective strategy for reducing the impact of systematic uncertainties
on the measurement. The control region selections should not be too
different from the signal region ones, since the validity of extrapolating
parameters among regions is assumed.

6.5.1 Likelihood scans

The parameter uncertainties obtained from the Hessian matrix are
only approximate and always symmetric around the best-fit value. The
underlying assumption made is that, near the minimum, the NLL is
quadratic in the parameters. In the CP analysis, this is a bad approxima-
tion for α. In the cross-section analysis, the approximation works better,
but an assessment as accurate as possible of the uncertainty in µ is desir-
able. For these reasons, the actual NLL values away from the minimum
are used to obtain the uncertainties in the parameters of interest, as well
as in the normalisations of tt̄ +≥1b and tt̄ +≥1c.

Considering some parameter p′, which is a component of ~φ or ~θ, a test
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statistic qp is defined as:

qp = −2 ln
L( ˆ̂~φ[p],

ˆ̂~θ[p])

L(~̂φ,~̂θ)
, (6.2)

where ~̂φ and ~̂θ are the values of the parameters that globally maximise

the likelihood function, while
ˆ̂~φ[p] and

ˆ̂~θ[p] are the parameter values that
maximise the likelihood function, under the constraint that the parameter
p′ is fixed to p. For likelihoods derived from sufficiently large numbers,
it is shown in Wilks’ theorem that, if p is the true value of p′, the val-
ues of qp, across an ensemble of measurements, are distributed as a χ2

distribution with one degree-of-freedom (χ2
1) [153]. Thus, a particular

value p can be excluded with confidence level equal to the cumulative
χ2

1 distribution up to the observed qp. Instead of using the probability
to express a confidence level, a significance may be preferred. Given a
probability, the corresponding significance is defined as the distance, in
number of standard deviations (σ), of a number x to the mean value x0

of a normal distribution, such that the two-sided integral from x0 − x to
x0 + x of the normal distribution covers the same probability. The confid-
ence interval of p′ at a confidence level l is the (possibly disjoint) set of
values of p′ that cannot be excluded with a confidence level l or higher.
The confidence intervals at l = 68% are used as the uncertainties on the
parameters of interest and on the tt̄ + ≥1b and tt̄ + ≥1c normalisation
factors. One-dimensional scans of qp may be performed, in which all the
other parameters are said to be profiled. In the case of α, studying the test
statistic across the allowed α range [−π, π] is necessary due to features
such as the possibility of multiple local minima.

In the CP analysis, it is also interesting to simultaneously measure α

and the coupling modifier κ′t. The best-fit values are necessarily defined
as before. But the test statistic now depends on two parameters. Ana-
logously to the previous case, and naming the additional parameter r′, it
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becomes

qp,r = −2 ln
L( ˆ̂~φ[p, r],

ˆ̂~θ[p, r])

L(~̂φ,~̂θ)
. (6.3)

From the theorem of Wilks, this test statistic is distributed as a χ2
2 distribu-

tion (two degrees of freedom). The set of points that cannot be excluded
with a confidence level l define a confidence region in the (p′, r′) plane,
at a confidence level l. Two-dimensional scans of qα,κ′t

are performed in
the CP analysis. They are represented in the (κt, κ̃t) coordinates, where
the boundaries of the confidence regions are represented as contours.

6.5.2 Asimov dataset

The expected results of the analyses are obtained from fits to Asimov
datasets. The Asimov dataset is an artificial dataset built by making each
of the measured observables exactly equal to its nominal expected value.
The obtained best-fit parameter values from this fit are necessarily the
nominal ones. Valuable information provided by fitting the Asimov data-
set includes the expected uncertainty on the parameters of interest and
the expected significances for hypothesis exclusion. Besides, it is useful
to learn about the behaviour of systematic uncertainties: to what extent
they are expected to be constrained by the data, how correlated they are
among each other and how much impact they have on the parameters of
interest.

6.5.3 Pruning, smoothing and symmetrisation of system-

atic uncertainties

As a measure to reduce the computational time of the minimisation
procedure, a selective rejection of systematic uncertainties, called ‘prun-
ing’, is employed. A systematic uncertainty is pruned from the fit if its
size is below 0.5%. This evaluation and the pruning itself are done sep-
arately for each sample in the analysis, and separately for the shape and
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normalisation components within each region. It was verified that prun-
ing with such a low threshold has no impact on the results.

In order to cope with statistical fluctuations in the MC samples used
to estimate the systematic uncertainties, symmetrisation and smoothing
strategies were applied. Symmetrisation replaces the magnitude of the
upwards and downwards variations by the average of the original mag-
nitudes, bin by bin. This makes use of the assumption that the nominal
value should lie in the midpoint between the upwards and downwards
variations, eliminating any asymmetries that could originate from fluctu-
ations due to limited statistics. For smoothing, an algorithm is applied to
the histogram of the relative size of each systematic uncertainty, for each
of the analysis regions. The algorithm attempts to mitigate peaks and
migrations between bins resulting from fluctuations, while keeping the
physical effect of the uncertainty, assumed to have a smooth shape. The
smoothing algorithms used start by merging neighbouring bins whose
values are compatible within statistical uncertainties. The merging is fol-
lowed by the application of running averages or medians in order to pro-
duce the desired smooth output.
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The tt̄H(H → bb̄) cross-section and CP analyses target the same fi-
nal state and select the same phase-space, resulting in a large overlap
in the analysis strategies. The common trunk of the two strategies is
described in this chapter. Event selection and reconstruction of the tt̄H
system are discussed in Sections 7.1 and 7.2, respectively. In Section 7.3,
the multivariate methods used for signal/background classification are
described.

7.1 Event selection

7.1.1 Trigger

The analysed events are recorded by the loosest unprescaled single-
lepton triggers. Events are required to either pass the trigger with lowest
pT threshold and with a lepton isolation requirement, or triggers with
higher thresholds but with looser identification criteria and without any
isolation requirement. The lowest pT threshold at trigger level used for
muons is 20 (26) GeV, while for electrons the threshold is 24 (26) GeV in
2015 (2016-2018).

7.1.2 Pre-selection

Two main channels are targeted by the analyses: single lepton and
dilepton. For both channels, events are required to have at least one re-
constructed lepton (e or µ) with pT > 27 GeV matching a lepton with the
same flavour reconstructed by the trigger algorithm within ∆R < 0.15.
The lepton pT cut ensures the full efficiency of the single-lepton triggers
used. Events in the single-lepton channel must have exactly one lepton,
while in the dilepton channel they must have exactly two leptons with
opposite electric charge. In the ee and µµ categories of the dilepton chan-
nel, the dilepton invariant mass must be above 15 GeV and outside of the
Z boson mass window between 83 GeV and 99 GeV. To maintain ortho-
gonality with analyses of other tt̄H channels, events are vetoed if they
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contain one or more τ leptons in the dilepton channel or at least two τ

leptons in the single-lepton channel. To improve the purity in dilepton
and single-lepton events, leptons are further required to satisfy additional
identification and isolation criteria, otherwise the corresponding events
are removed.

Within the single-lepton channel, events are selected into the ‘boosted’
channel if they have at least one boosted Higgs candidate and at least two
small-R jets b-tagged with the 77% WP that are not constituents of the
Higgs candidate. Events failing the boosted selection are classified in the
single-lepton ‘resolved’ channel if they have at least five jets, at least four
of which b-tagged using the 70% WP. In the dilepton channel, which is
also a resolved channel, events are required to have at least three jets, of
which at least three must be b-tagged using the 70% WP.

7.1.3 Control regions and inclusive signal regions

After the pre-selection, the selected phase-space is dominated by back-
ground from tt̄ events. In order to take advantage of the higher jet and
b-jet multiplicities of the tt̄H signal process, events in the dilepton and
single-lepton resolved channels are classified into analysis regions based
on the total number of jets, as well as the number of b-tagged jets using
the 70% and 60% WPs, in a way that ensures orthogonality between the
regions. The definitions of the resolved regions into which the selected
events are classified are summarised in Table 7.1 and described below.

Events in each of the resolved channels are first classified according
to the number of jets: three or at least four in the dilepton channel and
five or at least six in the single-lepton channel. Then, a region is defined
in each channel from events in the highest jet multiplicity category and
with at least four b-tagged jets at the 70% WP. These regions, where tt̄H
and tt̄ +≥1b are enhanced relative to the other backgrounds, are referred
to as ‘inclusive signal regions’ (grey text in Table 7.1). The reason for the
term ‘inclusive’ is that these regions are further split, in different ways, in
the cross-section analysis and in the CP analysis. In the dilepton channel,
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Table 7.1: Summary of the resolved region splitting common to the cross-section and
CP analyses. These non-overlapping regions are defined by number of leptons,

number of jets and number of b-tagged jets using the 60% and 70% WPs. Only events
not passing the boosted selection are considered for the single-lepton resolved regions.

Region No. of leptons No. of jets No. of b-tagged jets
70% WP 60% WP

4j4b

= 2
≥ 4

≥ 4 -
4jhi

= 3
= 3

4jlo < 3
3j = 3 = 3

6j4b
= 1

≥ 6
≥ 4

-
5jlo

= 5
< 4

5jhi ≥ 4

the inclusive signal region is called ‘4j4b’, and in the resolved single-
lepton channel it is called ‘6j4b’. It is important to ensure that the ana-
lysis strategy is not biased by the observed data in these signal-enriched
regions. To address that concern, a blinding procedure was adopted dur-
ing the strategy definition and optimisation: in all comparisons and fits
performed, data was only made available in regions or bins where the
predicted signal-to-background ratio was below 7.7%.

Resolved regions with lower multiplicities of jets or b-tagged jets are
referred to as ‘control regions’ (blue text in Table 7.1). In these regions
that are signal-depleted, yet close to the signal regions, the data provides
constraints on the background model during the fit procedure. There are
5 such regions, defined by number of jets and number of b-tagged jets
using the 60% and 70% WPs. The labels of ‘inclusive signal region’ and
‘control region’ are only used to elucidate the main role of each region in
the analyses, the two kinds of region are not treated any differently in the
profile-likelihood fits.

In the dilepton channel, the ’3j’ region is defined by requiring exactly
three jets in the event, all b-tagged with the 60% WP. Two additional
control regions are defined from events with at least four jets but less
than four b-tagged jets with the 70% WP, thus not selected into 4j4b. In
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the ‘4jlo’ (‘4jhi’) control region, events are required to have exactly three
b-tagged jets with the 70% WP and less than three (exactly three) jets
b-tagged with the 60% WP1.

In the single-lepton resolved channel, events in the ‘5jlo’ and ‘5jhi’
control regions are required to have exactly five jets, of which at least
four should be b-tagged using the 70% WP. The separation into ‘lo’ and
‘hi’ corresponds to less than four or at least four b-tagged jets using the
60% WP, respectively.

For the profile-likelihood fit, the observables used from the dilepton
control regions are the event yields in each of the regions. The large
statistics in those regions is sufficient to constrain tt̄ + jets modelling sys-
tematic uncertainties. Besides, since only three b-tagged jets are selected,
the proximity of this phase-space to the signal regions is not enough to
ensure that shape information can be extrapolated from it. In each of the
single-lepton control regions, a distribution with six bins is used. The dis-
tribution is that of ∆Ravg

bb , the average ∆R separation between pairs of jets
among the four jets with highest PC b-tagging score in the event. Here,
since the number of b-tagged jets is the same as in the signal regions, the
confidence in shape information is better motivated. This observable is a
highly-ranked input variable to the BDT used in the 6j4b region to dis-
criminate signal from backgrounds, such that any correction of shapes in
the control regions is expected to improve the background modelling in
the signal regions, where the BDT is used.

7.2 Kinematic reconstruction

Optimal separation between tt̄H signal and backgrounds, as well as
separation between different CP scenarios, requires access to the kinemat-
ics of top quarks and Higgs bosons. The final state of the tt̄H (H → bb̄)
process is composed of many jets resulting from the Higgs boson and
top quark decay products, as well as from additional radiation. Many

1The terms ‘lo’ and ‘hi’ in the region names refer to "lower" and "higher" signal purity,
respectively.
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combinations of these jets are possible when attempting to reconstruct
the signal event topology. Besides, the undetected neutrinos from the
leptonic decays of the top quarks make it impossible to retrieve the full
information of the event. The strategies used to address these challenges
and to perform the full tt̄H system reconstruction are described in this
section.

In the single-lepton resolved channel, the leptonically decaying W bo-
son candidate is reconstructed from the lepton four-momentum p` and
the neutrino four-momentum pν. The latter is built from the missing ET

plus a z component inferred by solving the equation m2
W = (p` + pν)2,

where mW represents the W boson mass. This quadratic equation may
have up to two solutions. If no real solutions exist, the discriminant of
the quadratic equation is set to zero, giving a unique solution. In the
dilepton channel, the missing ET is also attributed to the neutrinos of the
final state. To reconstruct the kinematics of the two leptonically decaying
W boson candidates, the neutrino weighting method is used [154].

7.2.1 Reconstruction BDT

In the resolved channels, a ‘combination’ is defined by a choice of two
jets to reconstruct the Higgs boson, the assignment of jets to the b and b̄
quarks from the top and anti-top quark decays, a particular solution for
the neutrinos and, in the single-lepton case, two jets to reconstruct the
hadronically decaying W.

In a first step, b-tagging information is used to discard combinations
containing assignments inconsistent with the correct parton candidate fla-
vour. After that, a ‘Reconstruction BDT’ is used to select, in each event,
the most likely correct combination. This BDT is employed in the in-
clusive signal regions and allows the reconstruction of Higgs boson and
top quark candidates. The Reconstruction BDT was trained in simulated
CP-even tt̄H events, to distinguish between correct and incorrect combin-
ations, using mostly invariant masses and angular separations as inputs.
The full list of input variables to the Reconstruction BDT is given in Ap-
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pendix B. The toolkit for multivariate analysis (TMVA) [155] within the
ROOT framework [156] was used to train this BDT. For each simulated
event, one combination labelled as correct was obtained by matching the
detector-level objects to the truth-level partons. All other combinations
enter the category of incorrect combinations for the training. When the
BDT is applied, the combination with the highest (most correct-like) BDT
score is picked to proceed with the reconstruction.

Two versions of the Reconstruction BDT are used, the difference
between them being that in one version the information related to the
Higgs boson candidate is not used. The motivation for this is to avoid a
bias in background distributions, for example of the Higgs boson candid-
ate invariant mass, that could ultimately lead to a loss in discrimination.
Reconstructed observables given by both prescriptions are used in the
analyses.

7.2.2 Boosted top reconstruction

In the boosted channel, after the Higgs candidate is found, additional
large-R jets are considered as candidates for a boosted hadronically-
decaying top quark, and a resolved leptonic top quark candidate is
reconstructed as well. The boosted top quark candidates are required
to have pT > 300 GeV and pass a threshold of 0.3 on the DNN output
P(t). If more than one candidate is identified, the one with the mass
closest to the top quark mass is selected. Afterwards, the leptonic top
candidate is reconstructed. If a hadronic top candidate has been found,
the reconstruction of the leptonic top is attempted using the lepton,
neutrino and, in case it exists, the highest-pT small-R jet (outside the jet
cones of the Higgs and hadronic top candidates) that allows a recon-
structed leptonic top mass in the window [130, 200]GeV. The neutrino
solution chosen is the one that leads to a reconstructed leptonic top quark
mass closest to 172.5 GeV. If the boosted hadronic top candidate is not
found, small-R jets not overlapping with the Higgs candidate are used
to attempt a simultaneous reconstruction of both top quarks. The mass
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of the hadronic top is required to be in the interval [70, 195]GeV, while
the invariant mass of the leptonic top must be within [130, 200] GeV.
If there is more than one viable combination, the one with minimum
value of |mhad. t − 172.5| + |mlep. t − 172.5| is considered. In case there
are no viable combinations, the hadronic top is reconstructed from the
three highest-pT jets (not overlapping with the Higgs candidate) and the
leptonic top is reconstructed using only the lepton and neutrino.

7.3 Signal/background classification

In each of the inclusive signal regions, an additional BDT, called ‘Clas-
sification BDT’, is built to discriminate tt̄H signal from backgrounds, in
particular tt̄ +≥1b. Binned distributions of the scores of these Classifica-
tion BDTs are the observables used in the fit procedure in the cross-section
analysis. In the CP analysis, the scores are used to split the resolved in-
clusive signal regions into signal-enriched regions, used to measure the
signal properties, and signal-depleted regions, used to constrain system-
atic uncertainties.

The Classification BDTs were trained to discriminate between the CP-
even PowhegBox+Pythia8 tt̄H signal and the nominal backgrounds.
In the dilepton channel, only the tt̄ + ≥1b process was used as back-
ground in the training. In the single-lepton resolved channel, tt̄ + ≥1c
and tt̄ + light were also included in the training, while in the single-
lepton boosted channel, all backgrounds were considered. The Classi-
fication BDTs are built by combining several input variables that exploit
the different kinematics of signal and background events, as well as the
b-tagging information. The input variables include invariant masses and
angular separations of pairs of jets and leptons and the PC b-tagging
scores of the selected jets. Kinematics of the reconstructed top quarks
and Higgs bosons are also used as input, as well as the scores of the
Reconstruction BDTs in resolved channels and the DNN outputs in the
boosted channel. In the single-lepton resolved channel, a likelihood dis-
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criminant (LHD) method – described below – is also used as input to the
Classification BDT. The full list of input variables used in the Classifica-
tion BDTs is given in Appendix B. The training of the Classification BDT
was also performed using the TMVA package.

In the boosted channel, an additional requirement is made that events
have a Classification BDT score greater than -0.05. In this way, the region
of lowest signal purity is rejected, which eliminates most of the tt̄ + light
background, while keeping the sensitivity to signal. The resulting region
is also considered an inclusive signal region.

Likelihood discriminant

The main idea of the LHD is to discriminate signal from backgrounds
by calculating, for each event, its compatibility with the signal and back-
ground hypotheses. Two likelihoods psig and pbkg are estimated, pro-
portional to the probability of obtaining the observed event under the
signal or background hypothesis, respectively. The discriminant itself is
defined as psig

psig+pbkg . Each likelihood is computed using a product of one-
dimensional probability density functions (pdfs), therefore not account-
ing for correlations between variables.

The pdfs used are distributions of invariant masses and angular dis-
tributions of systems made of jets, leptons and missing ET, requiring the
choice of a combination. The same variables are used for the signal and
background pdfs, and the complete list is given in Appendix B. For build-
ing the pdfs, events from a CP-even tt̄H sample were used for the signal
hypothesis and tt̄+≥1b events were used for the background hypothesis.
Only the correct combination of each event, obtained by truth-matching,
was considered in this step. When evaluating the LHD, an average is
made across all possible combinations, using weights based on b-tagging
information to suppress combinations where that information is incon-
sistent with the assigned parton flavours.
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7.4 Pre-fit modelling in control and inclusive

signal regions

In this section, the prediction prior to the fit and its comparison with
data are presented for the control regions and inclusive signal regions.
Figure 7.1 shows the background composition in each of the regions in
the form of pie charts, as well as the signal purity S/B and simplified
significance S/

√
B, where S and B are the signal and background yields,

respectively2. The tt̄ +≥1b background dominates all regions. Moderate
contributions from tt̄ + ≥1c exist in all dilepton control regions, in 5jlo
and in the boosted region. In particular, a large contribution is present in
4jlo, which allows the normalisation of this background to be constrained.
The largest expression of tt̄ + light occurs in this region too, and is mod-
erate in 5jlo and in the boosted region. The control region with highest
signal purity is 5jhi, due to the requirement of four jets b-tagged at the
tightest WP, while all other control regions have purities of at most 3%.
The apparent contradiction that 5jhi is considered a control region and
yet has a higher signal purity than 6j4b is only resolved after the splitting
and binning of 6j4b in the analyses. After that, the purest bins from 6j4b
are much more signal-enriched than any bin in 5jhi. The purest inclusive
signal region is the boosted region, followed by 4j4b and finally 6j4b.

Figure 7.2 shows the comparison between data and prediction for the
event yields in the control regions and inclusive signal regions, as well as
the ∆Ravg

bb distributions used in the fit in the 5j regions. In the latter, the
result of a χ2 test is also shown as a metric for the agreement between
data and prediction, in that distribution only, taking into account the
effect of systematic uncertainties and their correlations. Normalised dis-
tributions of tt̄H signal in the CP-even and CP-odd scenarios are also
shown, as overlaid dashed lines. Across all regions, there is a significant
underestimation of data by the prediction. The nominal tt̄ +≥1b norm-
alisation is too small to describe the data, and will be increased by the

2Using the SM signal prediction as in the CP analysis, described in section 9.1. Dif-
ferences with respect to the model used in the cross-section analysis are negligible.
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Figure 7.1: Composition of the control regions and inclusive signal regions. (a)
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profile-likelihood fit. Within each leptonic channel, the disagreement is
worse for higher jet multiplicity. The ∆Ravg

bb shapes in data are reasonably
well modelled by the prediction, considering the large pre-fit uncertainty
bands. The different CP scenarios lead to similar distributions of the tt̄H
signal across the control regions. As expected, there is a higher fraction of
tt̄H events classified in the boosted region in the CP-odd scenario than in
the CP-even scenario. The ∆Ravg

bb distribution also discriminates between
the two signal hypotheses, although the CP analysis will draw most of
its sensitivity from regions with higher signal purity. Tables 7.2 and 7.3
show the data and the pre-fit expected yields in the control regions of the
dilepton and single-lepton channels, respectively.
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Table 7.2: Data and expected pre-fit yields in the dilepton control regions. Predictions
of tt̄H and tH are included for the CP-even and CP-odd (κ′t =1) scenarios.

3j 4jlo 4jhi
tt̄H, α = 0 26.4 ± 3.9 78.6 ± 7.9 120 ± 12
tWH, α = 0 1.23± 0.14 1.00± 0.26 1.92± 0.38
tt̄H, α = π/2 10.6 ± 1.6 35.6 ± 3.6 54.1 ± 5.4
tWH, α = π/2 5.92± 0.68 7.7 ± 2.0 11.8 ± 2.3
tt̄ +≥1b 1900 ± 780 1730 ± 430 2810 ± 660
tt̄ +≥1c 350 ± 360 1500 ± 1500 700 ± 710
tt̄ + light, 4t 128 ± 74 860 ± 350 210 ± 120
tt̄Z 11.1 ± 1.8 51.7 ± 7.0 57.1 ± 7.4
tt̄W 1.88± 0.58 21.5 ± 3.7 10.8 ± 1.6
Fake leptons 6.3 ± 1.8 56 ± 14 47 ± 12
Other 125 ± 35 251 ± 74 211 ± 62
Total prediction (α = 0) 2540 ± 860 4500 ± 1600 4200 ± 1000
Data 2827 6429 5865

Table 7.3: Data and expected pre-fit yields in the single-lepton control regions.
Predictions of tt̄H and tH are included for the CP-even and CP-odd (κ′t =1) scenarios.

5jlo 5jhi
tt̄H, α = 0 60.4 ± 8.7 63 ± 10
tHjb, α = 0 2.22± 0.27 2.56± 0.34
tWH, α = 0 0.84± 0.11 0.728± 0.098
tt̄H, α = π/2 27.8 ± 6.5 28.3 ± 6.2
tHjb, α = π/2 12.1 ± 1.5 12.9 ± 1.7
tWH, α = π/2 4.41± 0.58 3.72± 0.50
tt̄+ ≥ 1b 1370 ± 230 1000 ± 270
tt̄+ ≥ 1c 390 ± 400 56 ± 59
tt̄ + light, 4t 260 ± 120 22 ± 16
tt̄Z 26.4 ± 3.7 23.5 ± 3.4
tt̄W 2.53± 0.53 0.54± 0.13
Single top Wt 58 ± 32 27 ± 20
Other single top 41 ± 16 27 ± 11
V+jets, VV+jets 42 ± 18 24.2 ± 9.8
Total prediction (α = 0) 2260 ± 520 1250 ± 290
Data 2696 1362
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This chapter addresses the inclusive cross-section measurement of tt̄H
production in the final state with leptons and with H → bb̄, which has
been published in Ref. [6]. In that publication, together with the inclusive
cross-section measurement, an additional measurement was performed
within the Simplified Template Cross-Section (STXS) framework [59]. For
the sake of simplicity, the inclusive and STXS measurements were done
in the same analysis regions and using the same modelling uncertainties.
For that reason, although only the inclusive result will be discussed here,
the specific needs of the STXS measurement are presented as motivation
for choices in the analysis strategy.

Section 8.1 describes the procedure for signal modelling and associ-
ated uncertainties. The analysis strategy, including region definition and
fitted observables, is presented in Section 8.2. The pre-fit modelling in the
signal regions is shown in Section 8.2. Sections 8.4 and 8.5 show the ex-
pected and observed results, respectively. The comparison between data
and post-fit prediction is made in Section 8.6.

8.1 Signal modelling

The tt̄H signal process is modelled using the samples described in
Section 6.2.2. For the nominal model, the PowhegBox samples are used.
The samples are normalised to a cross-section of 507 fb, which is the cent-
ral value of the cross-section computed at NLO in QCD with electroweak
corrections [59].

8.1.1 Uncertainties

Uncertainties from the theoretical calculation of the inclusive SM tt̄H
cross-section value are considered: a 3.6% uncertainty due to PDFs and
αS, and a 9.2% uncertainty due to missing higher-order terms in QCD [59].
Theoretical uncertainties on the Higgs boson branching fractions are also
considered, in particular a 2.2% uncertainty is used for the bb̄ decay.
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Uncertainties due to the modelling of tt̄H by MC samples are also
included, for a total of four independent components, in a similar way to
what is done for tt̄ + jets. For the uncertainty due to NLO matching, the
MadGraph5_aMC@NLO +Pythia8 sample is compared to the nominal
PowhegBox+Pythia8 sample. The uncertainty due to ISR is estimated
by simultaneously changing µr and µ f in the ME and αISR

S in the PS, while
the uncertainty due to FSR is estimated by changing αFSR

S in the PS. These
scale variations are done using event weights in the nominal samples. The
PowhegBox+Pythia8 sample is compared to the PowhegBox+Herwig7
sample to assess the uncertainty due to PS and hadronisation.

In the STXS framework, cross-sections are measured in mutually ex-
clusive phase-space regions, defined with the purpose of constraining
scenarios of new physics, while reducing the theory dependence of the
measurements. In this channel, the STXS regions were defined by the
true (parton-level) Higgs boson pT (pH

T ), with boundaries (in GeV) at
0, 120, 200, 300, 450 and +∞. For this reason, an additional uncertainty
is included to account for possible effects of missing higher-order terms
in QCD on migrations between pH

T bins. This is estimated from the ISR
downwards variation, which was found to have the largest impact on
the pH

T distribution among all variations of µr, µ f , ISR and FSR. The un-
certainty is split in five additional sources, each affecting a set of adja-
cent pH

T bins in a way compatible with the migration of events across the
bin boundaries. Depending on the pH

T bin, the total uncertainty due to
missing higher-orders in QCD – combining the inclusive and migration
components – ranges from 11% to 17%.

8.2 Analysis strategy

In order to maximise sensitivity to the tt̄H signal in the different true
pH

T bins, the boundaries dictated by the STXS strategy were used to split
the inclusive signal regions, according to the observable pbb̄

T : the pT of
the pair of b-tagged jets reconstructed as the Higgs boson candidate, as
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determined by the Reconstruction BDT in the resolved channels and by
the Higgs tagger in the boosted channel.

The single-lepton resolved region 6j4b was split into five signal re-
gions, one for each of the following intervals of pbb̄

T (in GeV): [0, 120[,
[120, 200[, [200, 300[, [300, 450[ and [450,+∞[. These will be referred to as
6jXS1, 6jXS2, 6jXS3, 6jXS4 and 6jXS5. The dilepton region 4j4b was also
divided into signal regions in a similar way, with the exception that the
4th and 5th pbb̄

T bins are merged into the single region 4jXS4+5, due to
the lack of statistics. The boosted region is split into the BoostedXS4 and
BoostedXS5 signal regions, since the Higgs candidate selection requires
pbb̄

T > 300 GeV.

Figure 8.1 shows the S/B and S/
√

B fractions for the signal regions
used in the cross-section measurement. There is not a significant variation
of signal purity across pbb̄

T bins in the 4j4b and boosted inclusive signal
regions. In 6j4b, however, the purity rises to a maximum in 6jXS3, and
then drops significantly for higher pbb̄

T . S/
√

B is smaller in the higher pbb̄
T

bins, due to lower statistics. Background compositions are very similar
across pbb̄

T bins. The contribution from non-tt̄ backgrounds is expected to
increase in 6jXS5, although remaining below 12% of the total background.

Figure 8.2 shows the comparison between data and prediction for the
pbb̄

T distribution in each of the inclusive signal regions. The bin boundaries
match those used for defining the signal regions, such that bin contents
correspond to event yields in each of the signal regions. A significant
mismodelling of pbb̄

T is visible, suggesting that the bb̄ pairs produced in
tt̄ +≥1b have a harder pT spectrum in the nominal model than in data.
The same comparison is given in Tables 8.1, 8.2 and 8.3, for the dilepton,
single-lepton resolved and single-lepton boosted channels, respectively.

In all the signal regions, the Classification BDT distribution is used
as the fitted observable, except for 6jXS5, where the event yield is used
instead, due to the very low statistics. The separation between signal and
background provided by the Classification BDT increases the sensitivity
to the signal strength, in the signal-rich bins, and further constrains the
background model, in signal-depleted bins.
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Figure 8.1: Composition of the signal regions used in the cross-section measurement.
(a) Expected relative background contributions. (b) S/B and S/

√
B fractions.
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Figure 8.2: Comparison between data and pre-fit prediction of the pbb̄
T distribution in

each channel or, equivalently, of the event yields in each of the signal regions. (a)
Dilepton, 4j4b. (b) Single lepton resolved, 6j4b. (c) Single lepton boosted.

Table 8.1: Data and pre-fit prediction for the event yields in the dilepton signal regions
used in the cross-section measurement.

4jXS1 4jXS2 4jXS3 4jXS4+5

tt̄H 33.6 ± 4.1 15.6 ± 1.8 7.71± 0.90 3.72± 0.44
tt̄ +≥1b 432 ± 97 203 ± 53 92 ± 23 42 ± 16
tt̄ +≥1c 27 ± 29 11 ± 12 4.0 ± 4.2 1.9 ± 2.1
tt̄ + light, 4t, tH 6.9 ± 5.2 3.5 ± 2.5 1.9 ± 1.5 1.1 ± 1.2
tt̄Z 12.5 ± 2.0 7.4 ± 1.6 4.18± 0.72 2.05± 0.45
tt̄W 0.75± 0.31 0.38± 0.12 0.27± 0.12 0.124± 0.068
Fake leptons 3.7 ± 1.1 1.33± 0.51 0.40± 0.23 0.57± 0.30
Other 19.1 ± 6.9 7.1 ± 4.4 4.3 ± 4.0 2.0 ± 1.5
Total prediction 540 ± 100 249 ± 55 114 ± 24 53 ± 16
Data 647 306 135 48
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Table 8.2: Data and pre-fit prediction for the event yields in the single-lepton resolved
signal regions used in the cross-section measurement.

6jXS1 6jXS2 6jXS3 6jXS4 6jXS5

tt̄H 213 ± 29 113 ± 15 59.9 ± 7.8 13.9 ± 2.0 3.09± 0.49
tt̄+ ≥ 1b 3160 ± 500 1530 ± 240 720 ± 140 215 ± 60 55 ± 26
tt̄+ ≥ 1c 510 ± 540 220 ± 230 100 ± 100 26 ± 27 6.9 ± 7.5
tt̄ + light, 4t, tH 200 ± 120 100 ± 59 46 ± 24 13.5 ± 7.9 3.2 ± 2.2
tt̄Z 77 ± 11 44.6 ± 6.6 30.1 ± 4.9 11.5 ± 2.4 2.05± 0.64
tt̄W 7.0 ± 1.2 4.31± 0.90 2.47± 0.52 1.05± 0.32 0.47± 0.15
Single top Wt 71 ± 40 40 ± 26 17.9 ± 7.6 8.5 ± 7.9 6.0 ± 5.3
Other single top 46 ± 24 23 ± 16 13 ± 10 4.3 ± 2.8 1.08± 0.55
V+jets, VV+jets 60 ± 24 29 ± 11 19.7 ± 8.3 7.8 ± 3.4 1.90± 0.88
Total prediction 4350 ± 820 2100 ± 370 1000 ± 190 301 ± 71 80 ± 28
Data 6047 2742 1199 331 75

Table 8.3: Data and pre-fit prediction for the event yields in the single-lepton boosted
signal regions used in the cross-section measurement.

BoostedXS4 BoostedXS5

tt̄H 35.0 ± 4.1 8.5 ± 1.1
tt̄+ ≥ 1b 246 ± 46 55 ± 23
tt̄+ ≥ 1c 84 ± 90 21 ± 23
tt̄ + light, 4t, tH 59 ± 26 18 ± 10
tt̄Z 10.7 ± 2.1 2.21± 0.60
tt̄W 1.86± 0.39 0.55± 0.18
Single top Wt 13.1 ± 8.0 6.1 ± 5.8
Other single top 4.3 ± 3.2 0.80± 0.78
V+jets, VV+jets 12.4 ± 5.7 4.3 ± 2.3
Total prediction 470 ± 110 117 ± 37
Data 581 118
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8.3 Pre-fit modelling in analysis regions

In this section, pre-fit comparisons between data and prediction are
shown for the signal regions of the cross-section measurement.

8.3.1 Observable distributions

Figure 8.3 shows a comparison between data and prediction for the ob-
servables used in the fit in the dilepton signal regions. Figure 8.4 shows
the same for the single-lepton signal regions. Apart from the already
mentioned disagreement in tt̄ + ≥1b normalisation between data and
simulation, the shape differences seem to be covered by the uncertainty
bands. In the regions of highest pbb̄

T in all channels, a slope is apparent
in the data-to-prediction ratio of the classification BDT histograms. This
suggests that in the high pbb̄

T range, data has more background-like events
than what is predicted by simulation.

8.3.2 Classification BDT input variables

In order to validate the use of the Classification BDT, the modelling of
its input variables is also checked against the data. Figure 8.5 compares
data and the pre-fit prediction for distributions of the most relevant input
variables to the dilepton Classification BDT, in the regions 4jXS1, 4jXS3

and 4jXS4+5. The variables are ∆η
avg
bb (average ∆η between pairs of jets

b-tagged with the 70% WP), NHiggs 30
bb (number of pairs of jets b-tagged

with the 70% WP and with invariant mass within 30 GeV of the Higgs
boson mass) and the output of the Reconstruction BDT that uses Higgs
boson information. Similar distributions are shown in Figure 8.6, for the
single-lepton regions 6jXS1, 6jXS3, 6jXS4, BoostedXS4 and BoostedXS5.
The variables shown are the LHD and ∆Ravg

bb in the 6j4b regions, and
the DNN output P(H) in the boosted regions. In the dilepton channel,
all the shapes are well modelled in 4jXS1, and do not show significant
signs of mismodelling in the regions of higher pbb̄

T , where the large stat-
istical uncertainties can accomodate the disagreements observed. In the
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Figure 8.3: Pre-fit comparisons between data and prediction of the observables used in
the fit in dilepton signal regions. (a) 4jXS1. (b) 4jXS2. (c) 4jXS3. (d) 4jXS4+5.
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Figure 8.4: Pre-fit comparisons between data and prediction of the observables used in
the fit in the single-lepton signal regions. (a) 6jXS1. (b) 6jXS2. (c) 6jXS3. (d) 6jXS4. (e)

6jXS5. (f) BoostedXS4. (g) BoostedXS5.
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Figure 8.5: Distributions of data and pre-fit prediction for the most relevant input
variables to the dilepton Classification BDT, in the regions 4jXS1 (left), 4jXS3 (middle)
and 4jXS4+5 (right). (a,b,c) ∆η

avg
bb . (d,e,f) NHiggs 30

bb . (g,h,i) Reconstruction BDT output
with Higgs boson information.
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single-lepton channel, the higher statistics reveal a clear mismodelling of
the shapes, nevertheless mostly with a spread in ratio smaller than the
systematic uncertainty band. A tendency is observed in 6jXS4 and in
BoostedXS4, where the data are distributed more towards background-
like bins than in the prediction.

8.4 Expected results

Expected results are obtained by fitting an Asimov dataset, using sim-
ultaneously all signal and control regions. Uncertainties are separated
into statistical and systematic components. The statistical component
is obtained as the uncertainty on the signal strength µ in a fit with all
nuisance parameters fixed to their best-fit value, which corresponds to
removing all sources of systematic uncertainty. The systematic compon-
ent is estimated by subtracting, in quadrature, the statistical component
from the total uncertainty. In order to gauge the relative importance of
the different channels (dilepton, single lepton resolved and single lepton
boosted) to the overall sensitivity of the analysis, a fit is performed with
three decorrelated signal strengths, each affecting the signal yield in the
corresponding channel.

Figure 8.7 shows the obtained best-fit values and uncertainties on
the signal strengths for the combined fit and for the fit with one signal
strength per channel. This measurement is dominated by systematic un-
certainties. The most sensitive channel is single lepton resolved and the
least sensitive is the dilepton channel. The single-lepton boosted chan-
nel is the only single channel not dominated by systematic uncertainties,
which are on par with the statistical uncertainty. The expected signific-
ance for exclusion of the background-only hypothesis (µ = 0) is 3.4σ.

The expected uncertainty on the normalisation factor for the tt̄ +≥1b
background k(tt̄ +≥1b) is ±0.07. Uncertainties on other nuisance para-
meters are represented in Figure 8.8. This is a reduced set of nuisance
parameters, including only those related to tt̄ modelling or displaying
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Figure 8.7: Fitted signal strength in the fit to the Asimov dataset, with uncertainties
broken into statistical and systematic components. Besides the combined result, signal

strengths from individual channels are also shown.

significant constraints or pulls in the expected or observed results. The
results on the full set of nuisance parameters are given in Appendix C.
Strong constraints from the data are expected on most tt̄ + ≥1b mod-
elling parameters, as well as on the normalisation of tt̄ + ≥1c. This is
a consequence of the large impact that a variation of these parameters
has on the prediction. Mild constraints are expected in other tt̄ + jets
modelling nuisance parameters, on Wt modelling, on the jet energy scale
uncertainty related to jet flavour composition, and on the main compon-
ents of uncertainty in the b-tagging scale factors for c and light-flavour
jets. Correlation coefficients between the various parameters are shown,
in %, in the matrix of Figure 8.9. The strongest correlations are expected
among tt̄ + ≥1b modelling uncertainties, which contribute to reducing
the impact of such uncertainties on µ. In particular, there are three cor-
relation coefficients with absolute value above 50%: between the NLO
matching in the single-lepton control regions and the PS and hadronisa-
tion uncertainty in the single-lepton channel, between the 1b/2b ratio and
the tt̄ +≥1b ISR, and between the 1b/2b ratio and the NLO matching in
the dilepton control regions. There is a strong correlation between the
tt̄ + ≥1c normalisation and the main uncertainty on light-flavour jet b-
tagging. The nuisance parameters most strongly correlated with µ are
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Figure 8.8: Expected uncertainties on nuisance parameters from the fit to the Asimov
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all nuisance parameters is ±1 (green band).

the NLO matching uncertainties on tt̄ + ≥1b in the regions 6jXS1 and
6jXS2.

The impact of systematic uncertainties on the measured µ is estim-
ated by running several fits to the Asimov dataset. For each nuisance
parameter, two fits are run, with the parameter fixed to the value on
the upper and lower edges of its post-fit uncertainty. The impact of the
corresponding uncertainty on µ is taken as the difference between the
best-fit values of µ obtained in the two fits. Figure 8.10 shows the impact
on µ of the 20 systematic uncertainties with highest impact (ranked by
their impact). The impact computed using the pre-fit uncertainties is also
shown. Uncertainties on tt̄ +≥1b and tt̄H modelling are the ones expec-
ted to impact µ the most. Among the tt̄ +≥1b modelling uncertainties,
NLO matching and PS and hadronisation are the leading ones, precisely
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Figure 8.9: Correlation coefficients, in %, between the parameters in the fit to the
Asimov dataset.



8.4. Expected results 159

2− 1.5− 1− 0.5− 0 0.5 1 1.5 2

θ∆)/
0

θ-θ(

+tt

Wt diagram subtraction

≥+tt

XS ttH PDF

1b 1b/2b ratio≥+tt

1b PS & had. l+jets≥+tt

Wt PS & hadronisation

1b ISR≥+tt

ttH migration pTH=120 GeV

tt+≥ 1b NLO match. l+jets control regions

ttH FSR

tt+ ≥ 1b pTbb shape

ttH PS & had.

≥+tt

1b FSR≥+tt

1b PS & had. dilepton≥+tt

XS ttH QCD

+tt

tt+≥ 1b NLO match. 6jXS1t

0.4− 0.3− 0.2− 0.1− 0 0.1 0.2 0.3 0.4

m∆:mPre-fit impact on 
θ∆+θ= θ θ∆-θ= θ

:mPost-fit impact on 
θ∆+θ= θ θ∆-θ= θ

Nuis. Param. Pull
-1= 13 TeV, 139 fbs

tt+≥ 1b NLO match. 6jXS2t

tt+≥ 1b NLO match. 4jXS1t

ttH migration pTH=200 GeV

tt+≥1b NLO match. 4jXS2t

tt+≥1b NLO match. 6jXS4, BoostedXS4

Figure 8.10: Pre- and post-fit impacts on µ of the 20 nuisance parameters with the
largest post-fit impact on µ in the fit to the Asimov dataset.

the ones estimated using a ME and flavour scheme different from the
nominal, in the conservative approach discussed in Section 6.4.2. The dif-
ferences between the pre- and post-fit impacts of these uncertainties show
that the constraints from data contribute to an important reduction of the
impact. There are no uncertainties from experimental sources among the
20 leading ones.
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Figure 8.11: Observed signal strength in the fit to data [6]. Besides the combined µ,
signal strengths observed in individual channels are also shown.

8.5 Observed results

The observed results are obtained by fitting the data. The observed µ

is shown in Figure 8.11, together with the observed signal strengths fitted
separately in the different analysis channels [6]. The observed best-fit
value for µ is 0.43. The uncertainty on this value is +0.36

−0.33, dominated by
the component from systematic sources, in agreement with expectation.
This means that the result is not compatible with the SM prediction at the
level of 1σ, a result that may be attributed to the single-lepton channels,
which both measure a µ below 0.4. The signal strengths measured in
the individual channels are compatible with each other and their relative
importance to the global sensitivity is close to expectation, although the
dilepton channel sees an increase in systematic uncertainty and becomes
less sensitive than expected. The observed significance for excluding the
background-only hypothesis is 1.3σ.

A tt̄+≥1b normalisation factor of 1.26+0.09
−0.09 is measured, which is con-

sistent with the ratios between data and predicted yields observed in
pre-fit comparisons (see Figure 7.2). Figure 8.12 shows the most relevant
fitted nuisance parameters. The results on the full set of nuisance para-
meters are given in Appendix C. The post-fit constraints on all nuisance
parameters are consistent with the expected ones. The largest observed
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Figure 8.12: Observed nuisance parameters in the fit to data. Black dots and bars
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band).

pull is on the tt̄ + ≥1b ISR uncertainty. The variation favoured by the
data corresponds to smaller µr and µ f in the ME and thus leads to an
increased amount of radiation and higher jet multiplicities. This pull
has been shown to improve the modelling of the jet multiplicity distribu-
tion, by comparing data to predictions before and after the application of
the tt̄ + ≥1b ISR pull. In fact, a re-scaling of µr in tt̄ + bb̄ calculations,
based on theoretical grounds, has been recently proposed [157]. It was
shown that a re-scaling by a factor of 1/1.6 with respect to the standard
choice (used for the nominal prediction in this analysis) provides bet-
ter convergence between different MC setups and better agreement with
NLO calculations of tt̄ + bb̄j. The observed pull in tt̄ +≥1b ISR provides
experimental motivation for the adoption of the re-scaling. The second
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largest pull occurs for the pbb
T shape nuisance parameter, at +1. This is

reassuring, since that uncertainty was introduced precisely such that the
upwards variation would correct the mismodelling of the pbb̄

T distribution
in the signal regions. The normalisation of tt̄ +≥1c background is also
pulled up, resulting in a normalisation factor of 1.5. Mild pulls occur in
other tt̄ modelling systematic uncertainties, in the jet energy scale uncer-
tainty due to jet flavour composition and in the leading component of
uncertainty in the b-tagging scale factors for c jets. Observed correlations
between the fit parameters are shown in the matrix of Figure 8.13. The

-4.9 17.6 5.8 14.9 -4.3 5.2 -9.5 -2.6 -4.1 -6.9 39.8 4.7 8.0 -5.2 28.8 7.6 5.6 20.1 6.3 -11.4 100.0

3.5 2.4 -3.2 -7.1 -21.0 -51.0 -9.9 -36.3 9.0 6.1 -0.9 -12.6 -24.7 -10.6 -12.2 24.7 5.5 0.9 5.2 100.0 -11.4

0.8 -18.9 -3.7 12.4 3.2 -13.2 -0.8 5.0 2.4 -7.6 -4.8 1.0 -2.6 2.5 -1.3 5.3 6.7 -31.0 100.0 5.2 6.3

-0.6 42.3 -8.5 -20.9 -7.2 7.3 -0.1 2.9 -9.0 -3.0 30.4 4.6 -6.8 -14.1 19.1 -9.9 45.2 100.0 -31.0 0.9 20.1

13.6 -28.4 6.9 11.6 1.2 -12.7 -1.6 4.0 -9.0 -6.1 8.4 19.0 -0.3 -11.8 7.6 3.1 100.0 45.2 6.7 5.5 5.6

-13.2 -16.6 1.2 0.3 -0.4 -43.2 -14.3 -17.3 -20.4 -26.3 2.7 -27.5 -8.8 24.4 -9.2 100.0 3.1 -9.9 5.3 24.7 7.6

-8.4 3.3 -39.0 52.2 -0.3 11.1 -2.7 7.3 -2.6 -7.2 51.8 8.0 24.3 14.4 100.0 -9.2 7.6 19.1 -1.3 -12.2 28.8

-3.2 -4.3 0.5 26.1 2.3 -26.7 3.6 -12.1 -8.1 -24.4 8.0 -68.1 20.8 100.0 14.4 24.4 -11.8 -14.1 2.5 -10.6 -5.2

0.4 -1.9 10.2 48.1 -29.6 14.1 -45.4 13.2 -4.8 -8.5 6.1 6.8 100.0 20.8 24.3 -8.8 -0.3 -6.8 -2.6 -24.7 8.0

5.0 2.5 10.2 20.0 12.9 33.8 2.4 20.3 3.6 14.5 11.4 100.0 6.8 -68.1 8.0 -27.5 19.0 4.6 1.0 -12.6 4.7

-22.8 18.5 -3.4 61.6 11.2 -2.0 7.3 -11.6 -0.0 -0.5 100.0 11.4 6.1 8.0 51.8 2.7 8.4 30.4 -4.8 -0.9 39.8

-1.4 -0.9 -1.0 -6.0 0.8 15.9 10.2 1.6 31.2 100.0 -0.5 14.5 -8.5 -24.4 -7.2 -26.3 -6.1 -3.0 -7.6 6.1 -6.9

-6.2 -5.2 -2.1 0.4 -0.8 2.9 6.3 -2.0 100.0 31.2 -0.0 3.6 -4.8 -8.1 -2.6 -20.4 -9.0 -9.0 2.4 9.0 -4.1

6.2 -2.3 -6.1 2.1 9.5 34.9 8.1 100.0 -2.0 1.6 -11.6 20.3 13.2 -12.1 7.3 -17.3 4.0 2.9 5.0 -36.3 -2.6

7.2 1.4 0.7 -1.2 38.3 12.1 100.0 8.1 6.3 10.2 7.3 2.4 -45.4 3.6 -2.7 -14.3 -1.6 -0.1 -0.8 -9.9 -9.5

2.8 14.6 -9.6 3.1 19.2 100.0 12.1 34.9 2.9 15.9 -2.0 33.8 14.1 -26.7 11.1 -43.2 -12.7 7.3 -13.2 -51.0 5.2

10.4 -3.1 8.2 14.3 100.0 19.2 38.3 9.5 -0.8 0.8 11.2 12.9 -29.6 2.3 -0.3 -0.4 1.2 -7.2 3.2 -21.0 -4.3

-3.4 -9.1 3.7 100.0 14.3 3.1 -1.2 2.1 0.4 -6.0 61.6 20.0 48.1 26.1 52.2 0.3 11.6 -20.9 12.4 -7.1 14.9

0.8 -5.8 100.0 3.7 8.2 -9.6 0.7 -6.1 -2.1 -1.0 -3.4 10.2 10.2 0.5 -39.0 1.2 6.9 -8.5 -3.7 -3.2 5.8

33.9 100.0 -5.8 -9.1 -3.1 14.6 1.4 -2.3 -5.2 -0.9 18.5 2.5 -1.9 -4.3 3.3 -16.6 -28.4 42.3 -18.9 2.4 17.6

100.0 33.9 0.8 -3.4 10.4 2.8 7.2 6.2 -6.2 -1.4 -22.8 5.0 0.4 -3.2 -8.4 -13.2 13.6 -0.6 0.8 3.5 -4.9

1b)≥k(tt+

Htt
m

tt+light PS & had.

1c normalisation≥tt+

1c PS & had.≥tt+

tt+≥1b pTbb shape

1b ISR≥tt+

1b PS & had. l+jets≥tt+

1b PS & had. dilep≥tt+

1b NLO match. l+jets control regions≥tt+

1b NLO match. dilep. control regions≥+tt

1b NLO match. 6jXS5, BoostedXS5≥tt+

1b NLO match. 6jXS4, BoostedXS4≥tt+

1b NLO match. 6jXS2≥tt+

1b NLO match. 4jXS2≥tt+

1b NLO match. 6jXS1≥tt+

1b NLO match. 4jXS1≥tt+

1b 1b/2b ratio≥tt+

JES flavour composition

b-tag light-flavour jets 0

b-tag c jets 0

1
b

)
≥

k(
tt

+

Htt
m

tt
+

lig
h

t 
P

S
 &

 h
a

d
.

1
c 

n
o

rm
a

lis
a
tio

n
≥

tt
+

1
c 

P
S

 &
 h

a
d

.
≥

tt
+

tt
+

≥
1

b
 p

T
b

b
 s

h
a

p
e

1
b

 I
S

R
≥

tt
+

1
b

 P
S

 &
 h

a
d

. 
l+

je
ts

≥
tt

+

1
b

 P
S

 &
 h

a
d

. 
d

ile
p

≥
tt

+

1
b

 N
L

O
 m

a
tc

h
. 

l+
je

ts
 c

o
n

tr
o

l r
e

g
io

n
s

≥
tt

+

1
b

 N
L
O

 m
a
tc

h
. 

d
ile

p
. 

co
n

tr
o

l r
e

g
io

n
s

≥
+

tt

1
b

 N
L

O
 m

a
tc

h
. 

6
jX

S
5
, 

B
o

o
st

e
d

X
S

5
≥

tt
+

1
b

 N
L

O
 m

a
tc

h
. 

6
jX

S
4
, 

B
o

o
st

e
d

X
S

4
≥

tt
+

1
b

 N
L

O
 m

a
tc

h
. 

6
jX

S
2

≥
tt

+

1
b

 N
L

O
 m

a
tc

h
. 

4
jX

S
2

≥
tt

+

1
b

 N
L

O
 m

a
tc

h
. 

6
jX

S
1

≥
tt

+

1
b

 N
L

O
 m

a
tc

h
. 

4
jX

S
1

≥
tt

+

1
b

 1
b

/2
b

 r
a
tio

≥
tt

+

JE
S

 f
la

vo
u

r 
co

m
p

o
si

tio
n

b
-t

a
g

 li
g
h

t-
fla

vo
u

r 
je

ts
 0

b
-t

a
g

 c
 je

ts
 0

Figure 8.13: Correlation coefficients, in %, between the parameters in the fit to data.
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observed pattern of correlations is very similar to the expected.

Observed impacts on µ are shown in Figure 8.14 for the 20 nuisance
parameters with the largest post-fit impact. The most relevant difference
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Figure 8.14: Observed impacts on µ of the 20 nuisance parameters with the largest
post-fit impact on µ.

with respect to the expected impacts is in the tt̄H modelling uncertain-
ties, for which the observed impact is much smaller. This is due to the
observed value of µ being significantly below 1. Since the tt̄H modelling
uncertainties are relative uncertainties on the signal, their impact on the
absolute value of µ scales with µ itself.

Another possibility to estimate the impact of a systematic uncertainty
on the uncertainty in µ is to perform the fit with the corresponding nuis-
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Table 8.4: Observed impacts of grouped uncertainty sources on the uncertainty in µ.

Uncertainty Source ∆µ

tt̄+ ≥ 1b modelling +0.25 -0.24
tt̄H modelling +0.14 -0.06

Single top Wt modelling +0.08 -0.08
b-tagging +0.05 -0.05

Limited statistics in MC samples +0.05 -0.05
Jet energy scale and resolution +0.03 -0.03

tt̄+ ≥ 1c modelling +0.03 -0.03
tt̄+light modelling +0.02 -0.02

Luminonsity +0.01 -0.00
Other sources +0.03 -0.03

Total systematic uncertainty +0.30 -0.27
Total statistical uncertainty +0.20 -0.19

tt̄+ ≥ 1b normalisation +0.03 -0.05
Total uncertainty +0.36 -0.33

ance parameter fixed to its best-fit value. The resulting uncertainty on µ

will be smaller, and an impact estimate may be obtained by subtracting
in quadrature that uncertainty on µ from the one obtained in the full fit.
This procedure can be extended to evaluate the combined impact of a set
of uncertainty sources. Impacts of grouped uncertainties are summarised
in Table 8.4. Consistently with what is seen in the impact plots of in-
dividual sources, the measurement is dominated by tt̄ +≥1b modelling
uncertainties and has a significant impact from tt̄H modelling. All other
sources are of minor importance. Among the experimental uncertainties,
the most relevant ones are those related to b-tagging scale factors.

8.6 Post-fit modelling in analysis regions

Figure 8.15 shows a comparison between data and post-fit prediction
of the pbb̄

T distributions in each of the inclusive signal regions. The binning
matches the definition of signal regions, such that the bin contents cor-
respond to the observed and predicted event yields in each of the signal
regions. The mismodelling of pbb̄

T that was visible pre-fit is corrected by
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Figure 8.15: Comparison between data and post-fit prediction of the pbb̄
T distribution in

each inclusive signal region. The binning used matches the definition of the signal
regions. (a) Dilepton, 4j4b. (b) Single lepton resolved, 6j4b. (c) Single lepton boosted.

the fit, as expected. Tables 8.5, 8.6 and 8.7 show the event yields for data
and post-fit prediction in the signal regions of the dilepton, single-lepton
resolved and single-lepton boosted channels, respectively. Tables 8.8 and
8.9 show the same information for the dilepton and single-lepton control
regions, respectively.

Table 8.5: Event yields for data and post-fit prediction in the dilepton signal regions.

4jXS1 4jXS2 4jXS3 4jXS4+5

tt̄H 14 ± 12 6.7 ± 5.3 3.3 ± 2.6 1.6 ± 1.2
tt̄ +≥1b 557 ± 28 265 ± 17 117.6 ± 9.6 37.4 ± 5.6
tt̄ +≥1c 48.7 ± 9.5 14.4 ± 4.4 6.2 ± 1.4 3.9 ± 1.0
tt̄ + light, 4t, tH 7.9 ± 5.8 4.2 ± 2.8 2.1 ± 1.5 1.4 ± 1.3
tt̄Z 12.5 ± 2.0 7.6 ± 1.6 4.15± 0.71 2.03± 0.44
tt̄W 0.75± 0.31 0.41± 0.12 0.27± 0.11 0.128± 0.069
Fake leptons 3.6 ± 1.1 1.32± 0.51 0.40± 0.23 0.57± 0.30
Other 19.0 ± 6.7 7.7 ± 4.2 4.4 ± 4.0 2.0 ± 1.5
Total prediction 664 ± 24 307 ± 16 138.5 ± 8.9 48.9 ± 5.1
Data 647 306 135 48
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Table 8.6: Event yields for data and post-fit prediction in the single-lepton resolved
signal regions.

6jXS1 6jXS2 6jXS3 6jXS4 6jXS5

tt̄H 93 ± 74 49 ± 39 26 ± 21 5.9 ± 4.6 1.3 ± 1.0
tt̄+ ≥ 1b 4450 ± 160 2040 ± 85 855 ± 43 234 ± 20 43.4 ± 8.2
tt̄+ ≥ 1c 960 ± 210 404 ± 87 179 ± 38 46 ± 11 12.9 ± 3.3
tt̄ + light, 4t, tH 250 ± 140 105 ± 57 52 ± 26 15.4 ± 8.8 3.5 ± 2.2
tt̄Z 79 ± 10 46.0 ± 6.4 31.1 ± 4.9 11.8 ± 2.3 2.12± 0.64
tt̄W 7.3 ± 1.1 4.46± 0.87 2.54± 0.48 1.09± 0.31 0.48± 0.14
Single top Wt 80 ± 43 44 ± 27 18.7 ± 7.8 9.5 ± 9.0 6.1 ± 5.4
Other single top 48 ± 25 24 ± 16 14 ± 10 4.5 ± 2.7 1.09± 0.54
V+jets, VV+jets 63 ± 24 30 ± 11 20.6 ± 8.2 8.1 ± 3.4 1.92± 0.84
Total prediction 6026 ± 84 2747 ± 52 1198 ± 31 336 ± 15 72.8 ± 7.0
Data 6047 2742 1199 331 75

Table 8.7: Event yields for data and post-fit prediction in the single-lepton boosted
signal regions.

BoostedXS4 BoostedXS5

tt̄H 15 ± 12 3.6 ± 2.8
tt̄+ ≥ 1b 297 ± 27 51.0 ± 9.8
tt̄+ ≥ 1c 157 ± 37 40 ± 11
tt̄ + light, 4t, tH 62 ± 25 16.9 ± 7.6
tt̄Z 11.0 ± 2.1 2.34± 0.60
tt̄W 1.89± 0.36 0.57± 0.17
Single top Wt 14.0 ± 8.3 4.9 ± 4.3
Other single top 4.4 ± 3.0 0.88± 0.78
V+jets, VV+jets 13.1 ± 5.6 4.2 ± 2.0
Total prediction 575 ± 23 124.4 ± 9.7
Data 581 118
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Table 8.8: Event yields for data and post-fit prediction in the dilepton control regions.

3j 4jlo 4jhi
tt̄H 10.5 ± 8.4 33 ± 27 51 ± 41
tt̄ +≥1b 2030 ± 130 2540 ± 170 4080 ± 210
tt̄ +≥1c 520 ± 130 2500 ± 500 1190 ± 260
tt̄ + light, 4t, tH 123 ± 66 920 ± 360 220 ± 130
tt̄Z 10.7 ± 1.7 52.5 ± 6.8 57.4 ± 7.3
tt̄W 1.83± 0.55 22.0 ± 3.5 10.9 ± 1.6
Fake leptons 6.3 ± 1.8 56 ± 14 46 ± 12
Other 126 ± 34 254 ± 71 208 ± 60
Total prediction 2835 ± 54 6429 ± 82 5861 ± 79
Data 2827 6429 5865

Table 8.9: Event yields for data and post-fit prediction in the single-lepton control
regions.

5jlo 5jhi
tt̄H 26 ± 20 26 ± 21
tt̄+ ≥ 1b 1595 ± 80 1102 ± 51
tt̄+ ≥ 1c 630 ± 140 90 ± 23
tt̄ + light, 4t, tH 270 ± 100 26 ± 16
tt̄Z 25.9 ± 3.5 22.8 ± 3.1
tt̄W 2.62± 0.46 0.53± 0.12
Single top Wt 60 ± 32 28 ± 20
Other single top 41 ± 16 28 ± 11
V+jets, VV+jets 43 ± 15 24.9 ± 8.8
Total prediction 2700 ± 52 1348 ± 38
Data 2696 1362
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8.6.1 Observable distributions

An evaluation is made of the global goodness of fit to the observed
data distributions, using a saturated fit model [158]. In this model, one
free parameter is added to the fit for each analysis bin, that scales the
content of the prediction in that bin. Thus, the fit with the saturated
model always results in perfect agreement between data and prediction,
without pulling any parameters with a prior constraint. The resulting
NLL obtained from this fit corresponds to the absolute minimum attain-
able for the observed data, provided a model with ideal flexibility. This
NLL value is compared to the one from the regular fit. Using Wilks’ the-
orem, the difference between the NLLs can be converted into a p-value
for the level of post-fit agreement between data and prediction. The ob-
served p-value was 86%, of which a valid interpretation is: if the post-fit
prediction were the true model, a level of disagreement with data at least
as large as what is observed would be expected 86% of the time.

Data and post-fit predictions for the distributions used in the fit
are shown in Figure 8.16 for the control regions, in Figure 8.17 for the
dilepton signal regions, and in Figure 8.18 for the single-lepton signal
regions. Good post-fit modelling is observed in all regions. In the higher
pbb̄

T regions 4jXS3, 4jXS4+5 and 6jXS4, the slope visible at pre-fit is still
present, although mitigated. As these are regions with relatively low
statistics, this moderate mismodelling does not penalise the goodness of
the fit. A deficit of the prediction is visible in the most signal-rich bin
of 4jXS1, which is the dilepton signal region with highest statistics. This
is consistent with the observed higher signal strength in the dilepton
channel when decorrelating signal strengths.

8.6.2 Classification BDT input variables

The fit to data is not expected to correct the modelling of any observ-
able to the same degree as it does for the observables used in the fit. Nev-
ertheless, the strongest parameter pulls and constraints were interpreted
under physical arguments, such that an improvement in the modelling of
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Figure 8.16: Data and post-fit predictions for the fitted distributions in the control
regions. (a) Dilepton control regions. (b) 5jlo. (c) 5jhi.
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Figure 8.17: Data and post-fit predictions for the fitted distributions in the dilepton
signal regions. (a) 4jXS1. (b) 4jXS2. (c) 4jXS3. (d) 4jXS4+5.
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Figure 8.18: Data and post-fit predictions for the fitted distributions in the single-lepton
signal regions. (a) 6jXS1. (b) 6jXS2. (c) 6jXS3. (d) 6jXS4. (e) 6jXS5. (f) BoostedXS4. (g)

BoostedXS5.
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observables not directly used in the fit should occur, to a certain degree.
Such an improvement should be most evident in the highest-ranked input
variables to the Classification BDT, as they are correlated with the BDT
score, whose distribution is used in the fit. Post-fit predictions are com-
pared to data in distributions of the main Classification BDT input vari-
ables in Figure 8.19 for the dilepton regions 4jXS1, 4jXS3 and 4jXS4+5, and
in Figure 8.20 for the single-lepton regions 6jXS1, 6jXS3, 6jXS4, BoostedXS4

and BoostedXS5. Overall, the agreement between data and prediction im-
proves significantly with respect to pre-fit. This is mostly due to the nor-
malisation within each region. Shapes of distributions only suffer mild
corrections, most visible in the single-lepton resolved regions, which have
higher statistics. In the dilepton region 4jXS4+5 the modelling is worse
than in the pre-fit comparison. The adjustment of the prediction is small
in that region, whereas there is a strong constraint of systematic uncer-
tainties that make the prediction less compatible with data.
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Figure 8.19: Distributions of data and post-fit prediction for the most relevant input
variables to the dilepton Classification BDT, in the regions 4jXS1 (left), 4jXS3 (middle)
and 4jXS4+5 (right). (a,b,c) ∆η

avg
bb . (d,e,f) NHiggs 30

bb . (g,h,i) Reconstruction BDT output
with Higgs boson information.
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Figure 8.20: Distributions of data and post-fit prediction for the most relevant input
variables to the single-lepton Classification BDTs, in the regions 6jXS1 (left), 6jXS3

(middle), 6jXS4 (right), BoostedXS4 (bottom-left) and BoostedXS5 (bottom-right). (a,b,c)
LHD. (d,e,f) ∆Ravg

bb . (g,h) P(H).
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This chapter describes and presents the results of the measurement
of the CP properties of the top quark Yukawa coupling in tt̄H events
with leptons and with H → bb̄. The same phase-space is selected as in
the cross-section measurement analysis, but inclusive signal regions are
split differently, into ‘CP-dedicated’ regions. The signal model is made
to depend on the parameters of interest in the fit: the CP-mixing angle in
the coupling, α, and the coupling modifier κ′t.

Section 9.1 describes the signal model and associated uncertainties
used in this measurement. Section 9.2 discusses the observables used
in the analysis for discriminating between CP scenarios. The analysis
strategy, including region definitions and the corresponding fitted ob-
servables, is explained in Section 9.3. Comparisons between data and the
pre-fit prediction are shown in Section 9.4. In Sections 9.5 and 9.6, the
expected and observed results are discussed, respectively. Post-fit com-
parisons between predictions and data are given in Section 9.7.

9.1 Signal modelling

9.1.1 tt̄H

For the nominal tt̄H model, the MadGraph5_aMC@NLO samples de-
scribed in Section 6.2.2 for the pure CP-even and pure CP-odd scenarios
are used. As in the cross-section analysis, the SM sample is normalised to
a cross-section of 507 fb, the central value of the cross-section computed
at NLO in QCD with electroweak corrections [59]. This corresponds to
a 1.1 K-factor with respect to the prediction by MadGraph5_aMC@NLO
in the event generation. The same K-factor of 1.1 is also applied to the
pure CP-odd sample.

The expected tt̄H yield in a given analysis bin, for a point in parameter
space (κt, κ̃t), is parameterised as:

y(κt, κ̃t) = κ2
t yeven + κ̃t

2yodd,
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where yeven and yodd are the expected yields, for that same bin, from
the pure CP-even and pure CP-odd tt̄H predictions, respectively. Any
possible interference between the CP-even and CP-odd processes is neg-
lected. This was shown to be a good approximation by comparing results
at truth level from this parameterisation to the ones obtained from the
sample generated in the maximal mixing scenario. This agreement is
observed using the cross-sections from MadGraph5_aMC@NLO for the
CP-even and CP-odd predictions, which motivates the use of the same
K-factor for these samples. Examples of distributions used for the valid-
ation of this procedure are shown in Figure 9.1. The decay of the Higgs
boson is performed by Pythia8 and is kept to be SM-like, regardless of
the CP parameters of the top-Higgs coupling.

9.1.2 tH

In tH production, there is destructive interference between the amp-
litudes proportional to the top-Higgs coupling and those proportional
to the W-Higgs coupling (see Figure 2.6a). This results in a large de-
pendence of the tH cross-section on the coupling parameters. In order to
capture this effect, tH yields are parameterised in terms of κt and κ̃t [159].
The parameterisation is separately obtained for the tHjb and tWH pro-
cesses, and for each analysis bin, as:

y(κt, κ̃t)

yeven
= Aκ2

t + Bκ̃t
2 + Cκt + Dκ̃t + Eκtκ̃t + F.

The coefficients A through F are obtained by fitting the polynomial above
to the 11 samples generated for each process, corresponding to the 11
different values of the coupling parameters listed in Section 6.2.2. In the
dilepton channel, the tHjb process is found to have a negligible contri-
bution, even in the coupling scenarios in which its cross-section is most
enhanced. For this reason, only the tWH process is considered in that
channel. Figures 9.2 and 9.3 show the fitted coefficient values and their
uncertainties in each of the analysis bins in the single-lepton and dilepton
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Figure 9.1: Examples of distributions used for validating the parameterisation of
CP-mixed tt̄H. Truth-level observables are compared between the parameterised

prediction – ‘interpolation’ – and the sample generated in the CP-mixed scenario –
‘mixed’. (a) pT of the Higgs boson in the single-lepton channel. (b) b4 in the dilepton
channel, with the distributions of the pure CP-even and pure CP-odd samples also

shown.
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Figure 9.2: Best-fit values and uncertainties for the coefficients A through F in the
single-lepton channel. (a) tHjb coefficients in single-lepton control regions. (b) tHjb

coefficients in single-lepton CP-dedicated regions. (c) tWH coefficients in single-lepton
control regions. (d) tWH coefficients in single-lepton CP-dedicated regions.

The full definition of the analysis bins is only given later, in Section 9.3.
Nevertheless, a few remarks can be made about the coefficients at this
point. The fact that the coefficient values vary across bins confirms the
need to have such a parameterisation in place, that takes into account
shape effects across bins. As expected, the A, B and F coefficients, which
can be naively associated with production via the CP-even top-Higgs,
CP-odd top-Higgs, and W-Higgs couplings, respectively, have a positive
sign. The C coefficient, which is associated with the destructive inter-
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Figure 9.3: Best-fit values and uncertainties for the coefficients A through F in the
dilepton channel. Only the tWH process is considered in the dilepton channel.

ference term, takes negative values, while D and E, included to account
for possible interference terms between CP-odd and CP-even contribu-
tions arising at NLO, are compatible with zero in the majority of the bins.
Validation of this parameterisation was done at the reconstruction level:
parameterised yields were compared to those obtained directly from MC
for every bin of the analysis and for all the generated points in parameter
space. Figure 9.4 shows examples of validation plots for two analysis
bins.

As in tt̄H, the Higgs boson decay is always SM-like. The W-Higgs
coupling, which is relevant in tH production, is also fixed to its SM value.

9.1.3 Uncertainties

For all signal processes, the modelling uncertainties are estimated for
the SM scenario, and the obtained relative variations are applied across
the full space of coupling parameters.

Two uncertainty sources are considered for the tt̄H cross-section: a
3.6% uncertainty due to PDFs and αS, and a 9.2% uncertainty due to miss-
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Figure 9.4: Examples of distributions used for validating the parameterised modelling
of tH. Yields in each analysis bin obtained from the available MC samples – ‘MC’ – are
compared to the corresponding parameterised prediction – ‘Fit’. (a) tHjb yields in the
most signal-rich bin in the boosted region of the single-lepton channel. (b) tWH yields

in the most CP-odd enriched bin in one of the dilepton regions.

ing higher-order terms in QCD [59]. The uncertainty due to the choice of
NLO matching scheme in tt̄H is obtained by comparing the PowhegBox

samples to the nominal MadGraph5_aMC@NLO ones. It is the same
comparison as in the cross-section analysis, with a swap between the
nominal and alternative predictions. For the uncertainties due to PS and
hadronisation, ISR and FSR, the PowhegBox+Pythia8 sample is taken
as a reference and compared to the same alternatives as in the cross-
section analysis. The resulting relative variations are taken as the relative
uncertainty in the tt̄H prediction.

For the modelling of tH production with MC samples, two sources of
uncertainty are considered for each process (tHjb and tWH). Unlike what
is done for other samples, the impact of these modelling uncertainties
on the inclusive cross-section is not removed, and instead they are used
to accommodate the cross-section uncertainty. For one source, which is
the uncertainty in the PDFs, 100 PDF sets are available through event
weights in the nominal samples. The associated uncertainty is defined as
the standard deviation of the expected yields, per bin, obtained with the
different PDF sets. The other source, due to missing higher-order QCD
contributions, is estimated by comparing two alternative predictions, also
available as event weights, obtained by coherently varying µr and µ f . The
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uncertainty on the parameterised yields due to limited MC statistics in the
tH samples is obtained from error propagation, through uncertainties on
the coefficients.

9.2 CP-even/CP-odd classification

The sensitivity of a measurement to the CP properties of tt̄H depends
on the ability to include observables in the fit that provide discrimination
between the CP-even and CP-odd scenarios. In the dilepton channel,
a BDT (CP BDT) is used for this effect. It was trained on tt̄H events
in 4j4b for which the reconstruction of top quarks was successful. The
training targeted discrimination between the pure CP-even and the pure
CP-odd scenarios. The input variables were selected from an extensive
list including global event variables (e.g. centrality, aplanarity, HT), an-
gular separations (between leptons, jets, leptons and jets, reconstructed
particles), invariant masses of various composite systems, transverse mo-
menta of b-tagged jet pairs, the output from the Reconstruction BDT, b4

and products of sines and co-sines of angles evaluated in boosted refer-
ence frames. The selection followed several criteria: first, only the ∼ 30
variables showing the highest separation between the distributions of the
two signal hypotheses were included in a preliminary training. Then, in
iterated trainings, the lowest-ranked input variable to the BDT was re-
moved. The process was stopped in the step where a significant drop
in the BDT performance was observed, and the training from the im-
mediately preceding step was used. For the remaining variables, the
distributions in data and prediction were compared, and the variables
displaying the worst modelling were also removed. The final training of
the CP BDT used only b4 (defined in Section 3.2.3) and products of sines
and co-sines of angles evaluated in boosted reference frames (discussed
in Section 3.2.5), where the reconstructed particles rely on the assignment
made by the Reconstruction BDT with Higgs boson information.

The prescription from Ref. [9] for defining angles in boosted refer-
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ence frames was extended to generate a larger and better motivated set
of possible angles and products of their sines and co-sines. Instead of
specifying a top quark and its decay chain by the charge of the corres-
ponding lepton, the label A is used for the top quark which is the least
separated in ∆R from the Higgs boson direction. For the top quark which
is the most separated from the Higgs boson direction, the label B is used.
All particles in the top decay chains inherit the label from their parent top
quark. The motivation for specifying the top quarks by proximity to the
Higgs boson comes from the relationship between the CP scenarios and
the relative importances of internal and external diagrams in t-channel
tt̄H production, as discussed in Section 3.1. In the external diagrams, the
Higgs boson is radiated off by one of the external top quark lines and
some of that information is expected to be passed on to the ∆R separa-
tion between the Higgs boson and the top quarks. For the b jets resulting
from the Higgs boson decay, the labels 1 and 2 are used for the leading
and subleading jets in pT, respectively. Two types of angles are used: θ(p)
and φ(p1, p2, p3). The angle θ(p) is measured between the momentum of
particle p, in the tt̄H rest frame, and the tt̄H momentum in the lab frame.
The angle φ(p1, p2, p3) is measured between the momentum of particle
p1, in the rest frame of particle p2, and the momentum of particle p2 in
the rest frame of the composite system p2 + p3.

The input variables to the CP BDT are summarised in Table 9.1,
ranked from most to least important for the BDT output. All the vari-
ables used require the successful reconstruction of the tt̄H system. This is
not always possible in the dilepton channel, even in 4j4b. For the events
in which the reconstruction attempt fails, the discriminant used is ∆η``.

In the single-lepton channel, the observable b2 is used as a discrim-
inant between CP scenarios, and is computed in the tt̄H rest frame to
enhance its discrimination power, as argued in Section 3.2.4. The pos-
sibility of using a CP BDT combining several variables was also studied
in the single-lepton channel. However, it resulted in a slight decrease
in sensitivity with respect to the use of the distribution of b2, and for
that reason the latter was kept, adding the benefit of a simpler analysis
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Table 9.1: CP BDT input variables, ranked from most to least important to the BDT
score.

Input variable
b4

sin θ(tB) sin φ(b1, tA, H)

sin φ(bA, H, tA) sin φ(WA, H, tA)

cos θ(tB) cos φ(b2, tB, H)

sin θ(tB) sin φ(bA, H, tA)

sin θ(tB) sin φ(b2, tA, H)

sin θ(tA) sin φ(b2, tA, H)

sin θ(tB) sin φ(b1, tB, H)

strategy. This loss in sensitivity with the BDT was attributed to the fact
that the background model and uncertainties were not taken into account
in the training. The impact of background uncertainties on the BDT may
be larger than that on the single variable, or otherwise have an effect on
the background distribution that makes it more compatible with either
of the signal hypotheses. In that case, in a channel dominated by back-
ground uncertainties, it is plausible that the improvement in separation
between signal scenarios does not translate into an increase sensitivity.
In the dilepton channel, where statistical uncertainty is more important,
a significant improvement from using the BDT with respect to the best
single variable was observed.

9.3 Analysis strategy

This analysis must provide the ability to constrain simultaneously the
rate of signal and its shape in CP-discriminating distributions. In the
resolved channels, this is accomplished by a two-step splitting of the in-
clusive signal regions. The first step divides the inclusive signal regions
into new regions, aiming at a better separation between signal and back-
grounds. These new regions are referred to as ‘CP-dedicated’ regions.
The second step consists of using a CP-discriminant distribution in each



9.3. Analysis strategy 185

of the CP-dedicated regions as input to the fit.
Prior to the first splitting, events in 4j4b for which the reconstruction

of the tt̄H system is not successful are classified into a region labelled
‘4jCPno-reco’. Then, each inclusive signal region is split according to the
output of the Classification BDT. The resulting regions in the dilepton
channel are 4jCP1, 4jCP2 and 4jCP3, and in the single-lepton channel they
are 6jCP1, 6jCP2 and 6jCP3. These regions are numbered in increasing
order of signal-to-background ratio.

Unlike in the cross-section analysis, the boosted region is not split fur-
ther in the CP analysis. Still, in this context, it is referred to as BoostedCP
and included in the category of CP-dedicated regions. A summary of the
definition of the CP-dedicated regions is shown in Table 9.2.

Table 9.2: Summary of the definition of CP-dedicated regions from the inclusive signal
regions. In the resolved channels, a selection based on the Classification BDT score is
used to obtain signal-depleted and signal-enriched regions. In the dilepton channel,
events with failed reconstruction are classified in their own region prior to the split.

Inclusive signal CP-dedicated Classification BDT
region region interval

4j4b

4jCPno-reco -
4jCP1 [−1,−0.086[
4jCP2 [−0.086, 0.186[
4jCP3 [0.186, 1]

6j4b
6jCP1 [−1,−0.128[
6jCP2 [−0.128, 0.249[
6jCP3 [0.249, 1]

Boosted BoostedCP -

Background compositions for the CP-dedicated regions, as well as the
expected S/B and S/

√
B ratios for both the CP-even and CP-odd scen-

arios, in both cases with κ′t =1, are presented in Figure 9.5. Across the
dilepton regions, the background composition is very similar, with relat-
ively larger contributions from tt̄ + V in 4jCP3 and from non-tt̄ sources
in 4jCPno-reco. In the single-lepton regions, the tt̄ +≥1b fraction increases
as the regions become more enriched in signal. Signal purities are in



186 Chapter 9. Measurement of the top-Higgs coupling CP

= 13 TeVs

Dilepton

+l,4ttt +Vtt

1c≥+tt 1b≥+tt
Other

no-reco4jCP 14jCP 24jCP 34jCP

Single lepton

16jCP 26jCP 36jCP BoostedCP

(a)

-1= 13 TeV, 139 fbs

Dilepton

0

2

B
S

 /
 

no-reco4jCP

= 5.9%S/B

0

2

B
S

 /
 

14jCP

= 2.1%S/B

0

2

B
S

 /
 

24jCP

= 8.5%S/B

0

1

2

B
S

 /
 

34jCP

= 22.3%S/B

Single lepton

0

5B
S

 /

16jCP

= 1.9%S/B

0

5B
S

 /

26jCP

= 6.5%S/B

0

5B
S

 /

36jCP

= 16.4%S/B

0

1

2

B
S

 /

BoostedCP

= 8.8%S/B

(b)

-1= 13 TeV, 139 fbs

Dilepton

0

1B
S

 /
 

no-reco4jCP

= 3.2%S/B

0

1B
S

 /
 

14jCP

= 1.4%S/B

0

1B
S

 /
 

24jCP

= 4.5%S/B

0

0.5

1

B
S

 /
 

34jCP

= 10.3%S/B

Single lepton

0

2

4

B
S

 /
 

16jCP

= 1.5%S/B

0

2

4

B
S

 /
 

26jCP

= 3.4%S/B

0

2

4

B
S

 /
 

36jCP

= 7.2%S/B

0

2B
S

 /
 

BoostedCP

= 13.2%S/B

(c)

Figure 9.5: Composition of the CP-dedicated regions. (a) Expected relative background
contributions. (b) Signal purities S/B and simplified significances S/

√
B in the

CP-even scenario (κ′t =1). (c) S/B and S/
√

B in the CP-odd scenario (κ′t =1).
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general smaller for the CP-odd scenario, because it predicts a lower pro-
duction cross-section of tt̄H. One remarkable exception to this is Boos-
tedCP, where the purity is actually higher in the CP-odd scenario. Two
effects contribute to this. One is that the tH contribution, which has
its highest relevance in this region, is greatly enhanced in the CP-odd
scenario. The other is that the rate of tt̄H events remains approximately
the same, because the cross-section suppression in the CP-odd scenario
occurs only for low Higgs boson pT. The rate of increase of S/B from
signal-depleted to signal-enriched regions is slightly smaller in the CP-
odd scenario. This is because the Classification BDT was trained to dis-
criminate between backgrounds and CP-even tt̄H signal, thus not being
so effective in doing the same in the CP-odd case.

Figure 9.6 shows the comparison between data and prediction for the
event yields in the CP-dedicated regions. The CP-even scenario is used
for the signal, but a normalised distribution of tt̄H in the CP-odd scenario
is also shown. From this comparison, aside from the overall underestim-
ation of the tt̄ + ≥1b background, some mismodelling is visible in the
distribution of events across single-lepton regions: in 6j4b, data is more
distributed towards the background-like regions of the Classification BDT
than the prediction and, comparing 6j4b and BoostedCP, the ratio between
events in the two categories is also mismodelled, with a lower fraction of
boosted events in data. In the dilepton channel, the modelling of the Clas-
sification BDT shape is good, as is that of the fraction of dilepton events
failing reconstruction. Tables 9.3 and 9.4 provide the same information in
numeric format for the dilepton and single-lepton CP-dedicated regions,
respectively, with the addition of tt̄H and tH event yields also for the CP-
odd scenario. The enhancement of tH in the CP-odd scenario is visible:
it is most pronounced in the boosted region, where the tH contribution is
15 times larger than in the CP-even scenario and makes up for more than
a third of the total signal.

In the resolved CP-dedicated regions, the distributions of the CP
discriminants discussed above are used as observables in the fit. This
means that the CP BDT output is used in the dilepton regions, except
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Figure 9.6: Comparison between data and CP-even pre-fit prediction for the event
yields in CP-dedicated regions. (a) Dilepton channel. (b) Single-lepton channel.
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Table 9.3: Data and pre-fit prediction for the event yields in the dilepton CP-dedicated
regions. Signal predictions are included for the CP-even and CP-odd scenarios (with

κ′t = 1).

4jCPno-reco 4jCP1 4jCP2 4jCP3

tt̄H, α = 0 16.9 ± 2.2 6.9 ± 1.1 12.5 ± 1.5 24.8 ± 3.0
tWH, α = 0 0.213± 0.088 0.097± 0.038 0.107± 0.034 0.093± 0.067
tt̄H, α = π/2 7.24± 0.92 4.27± 0.63 6.11± 0.72 10.9 ± 1.3
tWH, α = π/2 2.03± 0.83 0.51± 0.20 0.52± 0.17 0.57± 0.41
tt̄ +≥1b 237 ± 59 304 ± 59 129 ± 33 98 ± 34
tt̄ +≥1c 14 ± 16 18 ± 19 7.1 ± 7.6 4.8 ± 5.2
tt̄ + light, 4t 4.5 ± 3.9 4.6 ± 3.8 2.0 ± 1.7 1.8 ± 1.5
tt̄Z 7.6 ± 1.5 6.7 ± 1.5 5.9 ± 1.1 5.8 ± 1.2
tt̄W 0.59± 0.15 0.39± 0.14 0.29± 0.17 0.26± 0.17
Fake leptons 2.34± 0.77 2.15± 0.75 0.62± 0.30 0.85± 0.38
Other 22 ± 11 6.7 ± 3.6 3.2 ± 2.3 0.69± 0.86
Total prediction (α = 0) 305 ± 63 350 ± 64 161 ± 35 137 ± 35
Data 354 420 190 170

Table 9.4: Data and pre-fit prediction for the event yields in the single-lepton
CP-dedicated regions. Signal predictions are included for the CP-even and CP-odd

scenarios (with κ′t = 1).

6jCP1 6jCP2 6jCP3 BoostedCP
tt̄H, α = 0 78 ± 11 139 ± 19 174 ± 27 45.7 ± 5.7
tHjb, α = 0 1.88± 0.35 1.30± 0.38 0.72± 0.24 1.15± 0.23
tWH, α = 0 1.05± 0.24 0.78± 0.34 0.46± 0.31 0.54± 0.15
tt̄H, α = π/2 45 ± 11 61 ± 12 68 ± 16 44.7 ± 6.1
tHjb, α = π/2 7.6 ± 1.4 5.6 ± 1.6 4.0 ± 1.3 14.1 ± 2.8
tWH, α = π/2 8.7 ± 2.0 6.8 ± 2.9 5.0 ± 3.3 12.1 ± 3.3
tt̄+ ≥ 1b 3140 ± 480 1660 ± 260 870 ± 200 302 ± 57
tt̄+ ≥ 1c 520 ± 550 250 ± 270 86 ± 91 100 ± 110
tt̄ + light, 4t 220 ± 130 106 ± 59 34 ± 23 76 ± 34
tt̄Z 61.4 ± 9.2 60.2 ± 8.5 43.4 ± 6.8 12.9 ± 2.5
tt̄W 7.6 ± 1.5 5.23± 0.98 2.48± 0.48 2.41± 0.53
Single top Wt 99 ± 54 32 ± 20 13.2 ± 9.7 19 ± 11
Other single top 61 ± 32 21 ± 17 6.2 ± 3.4 5.1 ± 3.7
V+jets, VV+jets 82 ± 36 26 ± 12 10.4 ± 5.3 16.7 ± 8.2
Total prediction (α = 0) 4270 ± 820 2310 ± 420 1240 ± 240 590 ± 140
Data 5826 3098 1470 699
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for 4jCPno-reco, where ∆η`` is used instead. In the resolved single-lepton
regions, b2 is used. This provides sensitivity to the CP-odd coupling and
allows the background modelling of the CP discriminants to be adjusted,
using the higher statistics in the regions of lower signal purity. Figure 9.7
shows two-dimensional distributions of the Classification and CP BDTs
in 4j4b (after removing events falling into 4jCPno-reco), separately for the
tt̄ + jets, CP-even tt̄H and CP-odd tt̄H processes. The boundaries used
for the region splitting and binning are also represented, as well as the
correlation coefficients between the two variables. Figure 9.8 shows sim-
ilar distributions for the single-lepton channel, in which the CP discrim-
inant b2 is used instead of a CP BDT.

In BoostedCP, the distribution of the Classification BDT is used as
input to the fit. No distribution of a CP discriminant is used. However,
as already discussed, the fraction of high-pT (& 200 GeV) Higgs bosons
in tt̄H is expected to be much higher in the CP-odd scenario than in CP-
even. This means that the amount of signal in the boosted region with
respect to that in the resolved regions is enough to add sensitivity to the
presence of a CP-odd coupling.
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Figure 9.7: Two-dimensional distributions of the Classification and CP BDTs in the
dilepton region 4j4b, after removing events with failed reconstruction. (a) CP-even tt̄H.
(b) CP-odd tt̄H. (c) tt̄ + jets. The boundaries along which the inclusive signal region is

split are represented as dashed lines, as well as the bin edges used in the CP BDT
distribution.



192 Chapter 9. Measurement of the top-Higgs coupling CP

(a)

(b)

(c)

Figure 9.8: Two-dimensional distributions of the Classification BDT and b2 in the
single-lepton region 6j4b. (a) CP-even tt̄H. (b) CP-odd tt̄H. (c) tt̄ + jets. The

boundaries along which the inclusive signal regions are split are represented as dashed
lines, as well as the bin edges in b2.
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9.4 Pre-fit modelling in analysis regions

This section presents comparisons of distributions between data and
pre-fit prediction, for the CP-dedicated regions.

9.4.1 Observable distributions

Figures 9.9 and 9.10 show the data and pre-fit prediction for the distri-
butions that are used in the fit in the dilepton and single-lepton channels,
respectively. The CP-even signal prediction is used, but the shape of CP-
odd tt̄H is shown as well. Overall, a decent modelling of the shapes is
observed already at pre-fit, taking into account the large pre-fit uncer-
tainty. In the CP BDT distributions, the first bin (the most CP-even like)
shows a consistent peak in the data-to-prediction ratio across regions. The
data in 6jCP3 is distributed more towards the CP-odd-like bins of the b2

distribution than the prediction. From the signal shapes, the significant
discrimination between CP scenarios provided by the distributions of b2

and of the CP BDT is evident.

9.4.2 CP BDT input variables

Figure 9.11 shows data and pre-fit predictions for distributions of the
three most important variables used as inputs to the CP BDT, in the
dilepton regions where the CP BDT is used. Some mismodelling of the
distribution shapes is visible, which is nevertheless covered by the statist-
ical uncertainty on the data and the pre-fit systematic uncertainty.

9.5 Expected results

Results from fits to Asimov datasets are presented in this section. Two
Asimov datasets were used to perform the fits, one using the SM signal
prediction and another using a pure CP-odd prediction with κ′t = 1. The
parameters of interest fitted are α and κ′t.
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Figure 9.9: Comparison between data and pre-fit prediction of the distributions used in
the fit in each of the dilepton CP-dedicated regions. (a) 4jCPno-reco. (b) 4jCP1. (c) 4jCP2.

(d) 4jCP3.
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Figure 9.10: Comparison between data and pre-fit prediction of the distributions used
in the fit in each of the single-lepton CP-dedicated regions. (a) 6jCP1. (b) 6jCP2. (c)

6jCP3. (d) BoostedCP.



196 Chapter 9. Measurement of the top-Higgs coupling CP

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

4b

0.5

0.75

1

1.25

 

D
at

a 
/ P

re
d. prob = 0.312χ/ndf = 7.1 / 6  2χ   

0

20

40

60

80

100

120

140

160

180E
ve

nt
s

-1 = 13 TeV, 139 fbs
Dilepton

14jCP
Pre-Fit

Data =0αH tt

/2π=αH tt tH

1b≥+tt 1c≥+tt

+l,4ttt +Vtt

Other Uncertainty

(a)

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

4b

0.5

0.75

1

1.25

 
D

at
a 

/ P
re

d. prob = 0.272χ/ndf = 7.6 / 6  2χ   
0

10

20

30

40

50

60

70

80

E
ve

nt
s

-1 = 13 TeV, 139 fbs
Dilepton

24jCP
Pre-Fit

Data =0αH tt

/2π=αH tt tH

1b≥+tt 1c≥+tt

+l,4ttt +Vtt

Other Uncertainty

(b)

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

4b

0.5

0.75

1

1.25

 

D
at

a 
/ P

re
d. prob = 0.162χ/ndf = 9.3 / 6  2χ   

0

10

20

30

40

50

60

70

80

E
ve

nt
s

-1 = 13 TeV, 139 fbs
Dilepton

34jCP
Pre-Fit

Data =0αH tt

/2π=αH tt tH

1b≥+tt 1c≥+tt

+l,4ttt +Vtt

Other Uncertainty

(c)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

,H)
A

,t
1

(bφ)sin
B

(tθsin

0.5

0.75

1

1.25

 

D
at

a 
/ P

re
d. prob = 0.482χ/ndf = 5.5 / 6  2χ   

0

50

100

150

200

250

E
ve

nt
s

-1 = 13 TeV, 139 fbs
Dilepton

14jCP
Pre-Fit

Data =0αH tt

/2π=αH tt tH

1b≥+tt 1c≥+tt

+l,4ttt +Vtt

Other Uncertainty

(d)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

,H)
A

,t
1

(bφ)sin
B

(tθsin

0.5

0.75

1

1.25

 

D
at

a 
/ P

re
d. prob = 0.112χ/ndf = 10.3 / 6  2χ   

0

10

20

30

40

50

60

70

80E
ve

nt
s

-1 = 13 TeV, 139 fbs
Dilepton

24jCP
Pre-Fit

Data =0αH tt

/2π=αH tt tH

1b≥+tt 1c≥+tt

+l,4ttt +Vtt

Other Uncertainty

(e)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

,H)
A

,t
1

(bφ)sin
B

(tθsin

0.5

0.75

1

1.25

 

D
at

a 
/ P

re
d. prob = 0.772χ/ndf = 3.3 / 6  2χ   

0

10

20

30

40

50

60

70

80

90

E
ve

nt
s

-1 = 13 TeV, 139 fbs
Dilepton

34jCP
Pre-Fit

Data =0αH tt

/2π=αH tt tH

1b≥+tt 1c≥+tt

+l,4ttt +Vtt

Other Uncertainty

(f)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

)
A

,H,t
A

(Wφ)sin
A

,H,t
A

(bφsin

0.5

0.75

1

1.25

 

D
at

a 
/ P

re
d. prob = 0.432χ/ndf = 5.9 / 6  2χ   

0

50

100

150

200

250

E
ve

nt
s

-1 = 13 TeV, 139 fbs
Dilepton

14jCP
Pre-Fit

Data =0αH tt

/2π=αH tt tH

1b≥+tt 1c≥+tt

+l,4ttt +Vtt

Other Uncertainty

(g)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

)
A

,H,t
A

(Wφ)sin
A

,H,t
A

(bφsin

0.5

0.75

1

1.25

 

D
at

a 
/ P

re
d. prob = 0.552χ/ndf = 4.9 / 6  2χ   

0

10

20

30

40

50

60

70

80

E
ve

nt
s

-1 = 13 TeV, 139 fbs
Dilepton

24jCP
Pre-Fit

Data =0αH tt

/2π=αH tt tH

1b≥+tt 1c≥+tt

+l,4ttt +Vtt

Other Uncertainty

(h)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

)
A

,H,t
A

(Wφ)sin
A

,H,t
A

(bφsin

0.5

0.75

1

1.25

 

D
at

a 
/ P

re
d. prob = 0.642χ/ndf = 4.3 / 6  2χ   

0

10

20

30

40

50

60

70E
ve

nt
s

-1 = 13 TeV, 139 fbs
Dilepton

34jCP
Pre-Fit

Data =0αH tt

/2π=αH tt tH

1b≥+tt 1c≥+tt

+l,4ttt +Vtt

Other Uncertainty

(i)

Figure 9.11: Comparison between data and pre-fit prediction of the distributions of the
most important input variables to the CP BDT, in 4jCP1 (left), 4jCP2 (middle), and

4jCP3 (right). (a,b,c) b4. (d,e,f) sin θ(tB) sin φ(b1, tA, H). (g,h,i)
sin φ(bA, H, tA) sin φ(WA, H, tA).
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The expected results for α are shown in Figure 9.12. The NLL scan in
α is shown, for the combined regions, but also separately for the single-
lepton and dilepton channels. Unlike in the cross-section analysis, where
the individual channel results correspond to multiple signal strengths in
a single fit to all regions, here the individual channel results come from
separate fits, each using the regions of the corresponding channel. Using
the NLL scan, the best-fit value and 1σ intervals for α are derived, as well
as the exclusion significances of the CP-odd scenario for the CP-even
Asimov and of the CP-even scenario for the CP-odd Asimov. These sig-
nificances refer to the exclusion of the corresponding α values regardless
of κ′t, which is profiled. Essentially, the signal rate information is not used
to discriminate between CP scenarios. The expected uncertainty on α in
a measured signal, assuming the SM scenario, is +0.28π

−0.27π, or +50◦
−49◦ . In that

case, the α = ±π scenario (CP-even with negative κt) is excluded at 1.1σ.
In the pure CP-odd scenario, the expected uncertainty around the best-fit
value of α is +0.33π

−0.25π, or +59◦
−45◦ . The CP-even scenario with negative κt is not

as excluded as the one with the SM coupling, due to the enhancement of
the tH cross-section, which contributes to the yield in BoostedCP, making
it more compatible with the CP-odd Asimov. Another minimum exists
for negative α, with barely higher NLL value. In practice, this measure-
ment has no sensitivity to the sign of α, or equivalently, to the sign of κ̃t.
Overall, the sensitivity is driven by the single-lepton channel, and this is
especially the case for the CP-odd Asimov.

Expected results on κ′t and on the normalisation factor of tt̄ + ≥1b
are shown in Figure 9.13. The uncertainty in κ′t is +0.21

−0.23 in the CP-even
Asimov fit, which corresponds to an uncertainty in signal strength of
+0.46
−0.41, considerably larger than in the cross-section measurement. This is
expected because two parameters of interest are fitted instead of a single
one. In the dilepton channel and in the combined result, the uncertainty
in κ′t is larger in the CP-odd Asimov fit, due to the smaller signal rate.
In particular, the dilepton result is compatible with the background-only
hypothesis (κ′t = 0) within 1σ. In both CP scenarios, the single-lepton
channel is much more sensitive to this parameter. The uncertainty in the
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Figure 9.12: Expected results for α from the combined fit and from fits to the
single-lepton or dilepton regions separately. Besides the NLL scan, also the 1σ intervals

and the exclusion significance of the ‘opposite’ CP scenario are shown. (a) CP-even
Asimov dataset. (b) CP-odd Asimov dataset.
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Figure 9.13: Expected results on κ′t and on the tt̄ +≥1b normalisation factor. (a)
CP-even Asimov dataset. (b) CP-odd Asimov dataset.

tt̄ +≥1b normalisation factor is the same in the two scenarios and equal
to the expected one in the cross-section analysis.

The expected two-dimensional NLL scans on the (κt, κ̃t) plane are
shown in Figure 9.14 for the CP-even and CP-odd Asimov datasets. The
results on α and κ′t discussed previously are reflected here, respectively
in the constraints on the angular and radial coordinates. An interesting
feature that only becomes visible in this representation is the fact that, in
the minima close to the CP-even scenario with negative κt, the preferred
value of κ′t is between 0.7 and 0.8, and not 1. This is due to the enhance-
ment of tH in this region: since the rate of tH is larger than in the SM,
the Asimov dataset is better fitted by bringing the tt̄H and tH rates down
through κ′t.

Expected constraints on the most relevant nuisance parameters are
presented in Figure 9.15, for the combined fit as well as for the fits to the
individual channels. The results on the full set of nuisance parameters are
given in Appendix C. The expected constraints are compatible with those
expected in the cross-section measurement. A strong constraint is expec-
ted in the additional tt̄ +≥1b uncertainty related to the choice of ME and
flavour scheme. For uncertainties which are separated into multiple com-
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(a) (b)

Figure 9.14: Expected two-dimensional NLL scans on the (κt, κ̃t) plane. The solid
contours are lines of equal exclusion significance: 1σ in black, 2σ in blue, 3σ in red. (a)

CP-even Asimov dataset. (b) CP-odd Asimov dataset.
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Figure 9.15: Expected constraints on nuisance parameters in the combined fit and in
the fits to single-lepton or dilepton regions only. (a) CP-even Asimov dataset. (b)

CP-odd Asimov dataset.
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ponents in the cross-section analysis, such as the ones due to tt̄ + ≥1b
NLO matching and PS and hadronisation, the corresponding single para-
meter in the CP analysis is expected to be more strongly constrained.
The tt̄ +≥1b ISR uncertainty is not expected to be as constrained in this
analysis as in the cross-section analysis. In terms of comparisons between
channels, the constraints on the normalisation of the tt̄+≥1c background
and on the 1b/2b ratio of tt̄ +≥1b are dominated by the dilepton chan-
nel, owing to the control regions with 3 b-tagged jets. The single-lepton
regions bring most of the sensitivity to the tt̄ +≥1b PS and hadronisation
model.

The expected correlation coefficients (in %) between the nuisance para-
meters are presented in the matrices of Figure 9.16. The correlation coef-
ficients are obtained from the Hessian matrix assuming a quadratic de-
pendence of the NLL on the parameters near the minimum. In the case
of α, the NLL has a quartic dependence on it near the minimum. For
that reason, the correlation coefficients between α and the other paramet-
ers are not available. As in the cross-section measurement, the strongest
correlations occur among parameters related to tt̄ + ≥1b modelling un-
certainties. A direct comparison between the two analyses is difficult to
make for tt̄ +≥1b modelling uncertainties in particular, due to their dif-
ferent definitions. However, the correlations between other tt̄ modelling
parameters and the instrumental ones are similar between the two ana-
lyses. The uncertainty related to choice of ME and flavour scheme, exclus-
ive to the CP analysis, becomes highly anti-correlated with tt̄ +≥1b ISR.
This correlation contributes to the weaker constraint on tt̄ +≥1b ISR in
the CP analysis. One of the strongest correlations in the cross-section ana-
lysis, between tt̄ +≥1b 1b/2b ratio and ISR, is no longer present. There
are moderate differences between the correlation matrices from the CP-
even and CP-odd Asimov fits. The most relevant one is a 0.27 increase
in the correlation between the tt̄ +≥1b ME and flavour scheme and the
NLO matching scheme.

The expected impact on the uncertainty in α due to other fit paramet-
ers – nuisance parameters or κ′t – is assessed by performing multiple fits,
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Figure 9.16: Expected correlation coefficients between the nuisance parameters, in %.
(a) CP-even Asimov dataset. (b) CP-odd Asimov dataset.
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each with one parameter fixed to its best-fit value. Using the 1σ intervals
of α in those fits, the impact of a particular parameter on the uncertainty
in α is defined as the subtraction, in quadrature, of the length of the (pos-
sibly disjoint) interval in the fit with that parameter fixed from the length
of the interval in the normal fit. The expected impact of the most impact-
ful parameters is shown in Figure 9.17 for the CP-even scenario. The val-
ues on the horizontal axis give the impact on α/π. As in the cross-section

0.00 0.05 0.10 0.15 0.20 0.25 0.30
Impact on α/π

tt+≥ 1c normalisation

b-tag b jets 0

k(tt+ ≥ 1b)

tt+ ≥ 1b ME and FS
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tt+≥ 1b ISR

tt+≥ 1b NLO match.

Figure 9.17: Expected impact on α/π of the systematic uncertainties with the largest
impact.

measurement, the source of uncertainty with largest impact is the choice
of NLO matching scheme for the tt̄ +≥1b prediction. The measurement
of α is not as sensitive to signal uncertainties as the measurement of µ,
since the main effect of those is on signal rate. The tt̄ +≥1b ME and fla-
vour scheme choice uncertainty added for the CP analysis appears high
in the ranking by impact.
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9.6 Observed results

Observed results are obtained by fitting data. The observed paramet-
ers of interest and the normalisation factor of tt̄ +≥1b are shown in Fig-
ure 9.18, for the combined fit and for fits in the single-lepton and dilepton
channels separately. For α, not only the best-fit value and 1σ intervals are
given, but also the full NLL scan and the exclusion significance of the
CP-odd scenario. The observed best-fit value of α is 0.02π, or 4◦, and the
1σ interval is [−0.31π, 0.31π], or [−56◦, 56◦]. This result is very compat-
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Figure 9.18: Observed parameters of interest and tt̄ +≥1b normalisation factor, for the
combined fit and for fits in the single-lepton and dilepton channels separately. (a) α:

NLL scan, best-fit value, 1σ intervals, exclusion significance of CP-odd scenario. (b) κ′t
and tt̄ +≥1b normalisation factor.
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ible with the CP-even scenario. The pure CP-odd scenario is excluded
with a significance of 1.17σ, while the CP-even scenario with negative
κt is excluded with a significance of 1.18σ. Each channel individually
also measures α very close to 0. Unlike what was expected, the single-
lepton channel alone is much less sensitive than the dilepton channel
alone. This may be explained by the difference in the best-fit values of κ′t
in each of the channels: 1.35 in dilepton and 0.47 in single-lepton. These
correspond to signal strengths of 1.82 and 0.22, respectively. The meas-
ured κ′t in the dilepton channel is compatible with the SM value κ′t = 1
within one standard deviation, while the one observed in single-lepton
is slightly more incompatible. The higher signal rate measured in the
dilepton channel alone provides a better constraint on the signal proper-
ties: α is more constrained even than in the combination, and the CP-odd
scenario is excluded at more than 2σ. The measured coupling modifier
κ′t in the combination is 0.69, with uncertainty +0.28

−0.48. This corresponds to
a signal strength of 0.48+0.46

−0.43, compatible with what is measured in the
cross-section analysis, with a larger uncertainty, as expected. Although
κ′t is measured with larger uncertainty in the single-lepton channel fit
than in dilepton, the combined result is closer to that of the single-lepton
fit. The observed tt̄ +≥1b normalisation factor is very similar to what is
observed in the cross-section measurement.

The observed two-dimensional NLL scan on the (κt, κ̃t) plane is shown
in Figure 9.19. The same general conclusions may be drawn from this
representation. The observed signal rate is smaller than expected, such
that the (0, 0) point lies within the 1σ region. That being the case, a strong
exclusion of any value of α while profiling κ′t is not possible, because
the region close to the (0, 0) point is available to the fit for any value of
α. This also explains why the observed one-dimensional NLL becomes
constant for α outside [−0.5π, 0.4π]: there, the fit obtains the model most
compatible with data simply by bringing κ′t to 0. The SM point (1, 0)
lies within the 1σ region. The inverted coupling scenario at (−1, 0) is
excluded at over 2σ, as is the CP-odd scenario at (0, 1), while the CP-odd
scenario in which tt̄H has the same inclusive cross-section as in the CP-
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Figure 9.19: Observed two-dimensional NLL scan on the (κt, κ̃t) plane. The solid
contours are lines of equal exclusion significance: 1σ in black, 2σ in blue, 3σ in red.

even scenario is excluded at over 3σ. These three particular BSM scenarios
are excluded more strongly than expected: they are less compatible with
a CP-even-like signal with low rate (as observed) than with a signal with
the SM-expected rate (as in the CP-even Asimov).

Observed pulls and constraints on the most relevant nuisance para-
meters are presented in Figure 9.20, for the combined fit as well as for
the fits to the individual channels. The results on the full set of nuis-
ance parameters are given in Appendix C. Overall the pulls are small and
compatible between the two channels. The largest observed pull is on
tt̄ + ≥1b ISR, which is known from the cross-section analysis to correct
the modelling of jet multiplicity. The normalisation of tt̄ +≥1c is pulled
up by 42%. The observed constraints are compatible with the expected
ones, being slightly stronger on the tt̄ +≥1b modelling parameters, pos-
sibly due to the larger number of tt̄+≥1b events in data than in the pre-fit
prediction. The observed correlation coefficients (in %) between the nuis-
ance parameters are presented in the matrix of Figure 9.21. In general,
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the observed correlation coefficients are very similar to the expected ones
for the CP-even Asimov dataset.

The observed impact on the uncertainty in α due to other fit paramet-
ers is assessed, as it was for the expected impact. The observed impact
is shown in Figure 9.22 for the parameters with the largest impact. The
values on the horizontal axis give the impact on α/π. The highest-ranked

0.0 0.1 0.2 0.3 0.4

ttH PS & had.

ttH FSR

ttH ISR

κ't

Impact on α/π

tt+ ≥1b ME and FS

tt+≥ 1b ISR

tt+≥ 1b NLO match.

k(tt+ ≥ 1b)

b-tag b jets 0

tt+≥ 1c normalisation

tt+ ≥ 1b 1b/2b ratio

tt+≥ 1c PS & had.

b-tag b jets 4

Figure 9.22: Observed impact on α/π of the other fit parameters with the largest
impact.

parameter is κ′t, as expected from the discussion above. If the freedom to
adjust κ′t is removed from the fit to data, the range of allowed α values
at 1σ is largely reduced. The highest ranked systematic uncertainties are
the ones related to tt̄ + ≥1b modelling, as expected, although the NLO
matching uncertainty does not stand out with respect to the ISR and the
ME and flavour scheme ones. Unlike in the expected results, tt̄H model-
ling uncertainties have a sizeable impact.



9.7. Post-fit modelling in analysis regions 209

9.7 Post-fit modelling in analysis regions

Figure 9.23 shows data and post-fit prediction comparisons for the
event yields in the CP-dedicated regions. Across the 4j4b regions, the
data-to-prediction ratio increases as the signal purity increases, indicating
that data is more distributed towards signal-like bins of the Classification
BDT than the post-fit prediction, consistently with the high signal rate
obtained in fit to dilepton regions only. Nevertheless, this is a slight
effect, and overall the yields in all regions are well modelled, showing
that the fit corrected the shape of the Classification BDT in 6j4b and the
ratio between yields in boosted and resolved channels, which showed
mismodelling in pre-fit comparisons. The post-fit comparison of event
yields in the CP-dedicated regions is given in Tables 9.5 and 9.6, for the
dilepton and single-lepton channels, respectively. Tables 9.7 and 9.8 show
the same information for the dilepton and single-lepton control regions,
respectively.
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Figure 9.23: Comparison between data and post-fit prediction of event yields in the
CP-dedicated regions. (a) Dilepton channel. (b) Single-lepton channel.
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Table 9.5: Data and post-fit prediction for the event yields in the CP-dedicated dilepton
regions.

4jCPno−reco 4jCP1 4jCP2 4jCP3

tt̄H 8.1 ± 1.0 3.39± 0.51 6.08± 0.72 12.0 ± 1.4
tWH 0.20± 0.12 0.098± 0.053 0.087± 0.057 0.107± 0.091
tt̄ +≥1b 297 ± 16 381 ± 16 160.9 ± 8.5 122.3 ± 8.9
tt̄ +≥1c 20.5 ± 5.6 29.4 ± 5.5 12.8 ± 3.1 7.5 ± 1.9
tt̄ + light, 4t 5.7 ± 4.3 5.3 ± 3.8 2.9 ± 2.2 2.0 ± 1.5
tt̄Z 7.5 ± 1.5 7.1 ± 1.6 6.0 ± 1.1 6.3 ± 1.2
tt̄W 0.64± 0.15 0.40± 0.14 0.29± 0.16 0.28± 0.18
Fake leptons 2.34± 0.77 2.15± 0.75 0.62± 0.30 0.85± 0.38
Other 17.0 ± 8.1 5.6 ± 3.0 2.8 ± 2.0 0.75± 0.88
Total prediction 359 ± 16 434 ± 16 192.5 ± 8.5 152.1 ± 9.1
Data 354 420 190 170

Table 9.6: Data and post-fit prediction for the event yields in the single-lepton
CP-dedicated regions.

6jCP1 6jCP2 6jCP3 BoostedCP
tt̄H 38.6 ± 5.2 68.8 ± 8.6 85 ± 13 21.9 ± 2.6
tHjb 2.0 ± 1.1 1.02± 0.61 0.70± 0.44 1.59± 0.72
tWH 1.09± 0.60 0.88± 0.57 0.60± 0.50 1.06± 0.52
tt̄+ ≥ 1b 4300 ± 160 2250 ± 110 1135 ± 80 362 ± 30
tt̄+ ≥ 1c 910 ± 190 429 ± 90 146 ± 31 181 ± 41
tt̄ + light, 4t 270 ± 130 137 ± 67 44 ± 25 80 ± 28
tt̄Z 65.2 ± 9.1 62.1 ± 8.3 45.8 ± 6.8 13.8 ± 2.6
tt̄W 8.1 ± 1.4 5.41± 0.88 2.52± 0.45 2.51± 0.49
Single top Wt 84 ± 46 29 ± 20 9.9 ± 7.6 16.1 ± 9.0
Other single top 62 ± 32 21 ± 18 6.4 ± 3.3 5.5 ± 3.9
V+jets, VV+jets 88 ± 36 29 ± 13 10.9 ± 5.0 18.1 ± 8.1
Total prediction 5830 ± 130 3036 ± 98 1487 ± 78 704 ± 31
Data 5826 3098 1470 699
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Table 9.7: Data and post-fit prediction for the event yields in the dilepton control
regions.

3j 4jlo 4jhi
tt̄H 12.0 ± 1.7 38.5 ± 3.8 58.3 ± 5.7
tWH 0.92± 0.93 0.95± 0.98 1.7 ± 1.7
tt̄ +≥1b 2030 ± 130 2630 ± 160 4180 ± 210
tt̄ +≥1c 490 ± 130 2400 ± 480 1090 ± 240
tt̄ + light, 4t 132 ± 66 1010 ± 350 240 ± 120
tt̄Z 10.6 ± 1.7 53.6 ± 7.0 58.3 ± 7.4
tt̄W 1.78± 0.53 22.4 ± 3.5 11.0 ± 1.6
Fake leptons 6.3 ± 1.8 56 ± 14 47 ± 12
Other 119 ± 34 227 ± 60 188 ± 53
Total prediction 2803 ± 66 6430 ± 140 5880 ± 130
Data 2827 6429 5865

Table 9.8: Data and post-fit prediction for the event yields in the single-lepton control
regions.

5jlo 5jhi
tt̄H 28.0 ± 4.0 28.8 ± 4.8
tHjb 2.4 ± 1.2 3.1 ± 1.6
tWH 0.69± 0.30 0.59± 0.26
tt̄+ ≥ 1b 1641 ± 86 1133 ± 53
tt̄+ ≥ 1c 590 ± 130 83 ± 21
tt̄ + light, 4t 284 ± 94 26 ± 17
tt̄Z 25.7 ± 3.5 22.4 ± 3.1
tt̄W 2.58± 0.45 0.53± 0.12
Single top Wt 49 ± 27 20 ± 17
Other single top 42 ± 17 27 ± 10
V+jets, VV+jets 43 ± 17 25.4 ± 9.8
Total prediction 2712 ± 68 1370 ± 47
Data 2696 1362
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9.7.1 Observable distributions

Data and post-fit predictions for the observables used in the fit are
shown in Figures 9.24, 9.25 and 9.26, respectively for the control regions,
the dilepton CP-dedicated regions and the single-lepton CP-dedicated
regions. Overall, the post-fit prediction provides good modelling of all
the distributions. The shape mismodelling in the CP BDT that was visible
pre-fit, with the first bin having a higher fraction of data than predicted,
is not corrected by the fit, although the tension from this disagreement is
small, due to considerable statistical uncertainty.

9.7.2 CP BDT input variables

Figure 9.27 shows data and post-fit predictions for distributions of
the three most important variables used as inputs to the CP BDT, in the
dilepton regions where the CP BDT is used. They show significantly
improved modelling with respect to pre-fit, not only of the normalisation
component, but also of the distribution shapes. The uncertainty bands are
constrained with respect to the pre-fit comparison, but still the χ2 values
obtained are compatible with a good model of data.
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Figure 9.24: Comparison between data and post-fit prediction of the observables used
in the fit in each of the control regions. (a) Dilepton channel (4j4b also shown). (b) 5jlo.

(c) 5jhi.
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Figure 9.25: Comparison between data and post-fit prediction of the distributions used
in the fit in each of the dilepton CP-dedicated regions. (a) 4jCPno-reco. (b) 4jCP1. (c)

4jCP2. (d) 4jCP3.
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Figure 9.26: Comparison between data and post-fit prediction of the distributions used
in the fit in each of the single-lepton CP-dedicated regions. (a) 6jCP1. (b) 6jCP2. (c)

6jCP3. (d) BoostedCP.
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Figure 9.27: Comparison between data and post-fit prediction for the distributions of
the most important input variables to the CP BDT, in 4jCP1 (left), 4jCP2 (middle), and

4jCP3 (right). (a,b,c) b4. (d,e,f) sin θ(tB) sin φ(b1, tA, H). (g,h,i)
sin φ(bA, H, tA) sin φ(WA, H, tA).
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The properties of the 125 GeV Higgs boson are currently a subject un-
der intense investigation at the LHC, using the Run 2 dataset. At any
moment, these measurements of unprecedented precision could reveal
effects of new physics. The theoretical puzzles posed by the SM seem
to require a more fundamental underlying theory, a need further motiv-
ated by observational facts that clash with the SM predictions, such as
the baryon asymmetry in the Universe. Necessary to the emergence of
this asymmetry is the occurrence of CP violation at a rate higher than
that predicted by the SM. Soon after the Higgs boson discovery, its CP
properties were investigated, by excluding the negative parity hypothesis,
as well as constraining anomalous CP-odd couplings to vector bosons.
However, measurements of CP properties of Yukawa couplings had to
wait for the full Run 2 dataset, and only recently started being carried
out. These are essentially different from the couplings to vector bosons,
because a CP-odd state does not couple at tree level to vector bosons,
while it does couple at tree level to fermions. Among all fermions, the
top quark stands as the most accessible candidate for such studies, due
to its large mass. In addition to that, the top quark Yukawa coupling
plays a central role in open questions of particle physics, as it governs the
leading radiative corrections to the Higgs boson mass and to the Higgs
quartic coupling.

There are several measurements sensitive to the top quark Yukawa
coupling, even at low energy scales, such as the EDM of the electron.
Indirect measurements often provide much stronger constraints than dir-
ect measurements, given some set of assumptions. This is of invaluable
importance for model builders, since they may learn that reasonable as-
sumptions in their favourite models greatly shrink the available para-
meter space. However, an indirect measurement cannot replace a direct
one, and the two approaches should be seen as complementary efforts,
rather than competitive. An example of perfect complementarity would
be for a direct measurement to observe a scenario previously excluded by
an indirect measurement. Necessarily, some of the assumptions made in
the indirect measurement would be wrong. Only from the confrontation
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of both measurements would this be possible to conclude, not from either
one separately. In this sense, it is not wise for experiments to abandon
the pursuit of direct probes to scenarios that are indirectly excluded. By
construction, that would leave the underlying assumptions untested.

Production of tt̄H at the LHC is the best direct probe currently avail-
able of the top quark Yukawa coupling. Using the full Run 2 dataset
collected by ATLAS, two measurements of this process were performed,
by analysing events in final states with leptons and with the Higgs boson
decaying to bb̄. In the measurement of the inclusive cross-section, a sig-
nal strength of 0.43+0.36

−0.33 was observed, corresponding to a cross-section
of 220+180

−170 fb. The background-only hypothesis was excluded with a sig-
nificance of 1.3σ (3.4σ expected). The uncertainty is dominated by the
tt̄ + ≥1b modelling uncertainties, in particular those due to the choice
of NLO matching scheme. Analysis regions were defined in bins of pbb̄

T

to enable the STXS measurement. However, this forced the decorrelation
of the tt̄ + ≥1b NLO matching uncertainty across regions, which is ne-
cessarily detrimental to the sensitivity of the inclusive measurement. A
possible improvement in this respect would be to revert the split in pbb̄

T

bins, performing the fit to the Classification BDT distribution in each of
the inclusive signal regions. The impact of the mismodelling of the pbb̄

T

distribution on this fit would be smaller, but should be accounted for by
an uncertainty if necessary.

In the measurement of the CP structure of the top quark Yukawa
coupling, the coupling modifier κ′t and the CP-mixing angle α were sim-
ultaneously probed. This means that the determination of α relied on
signal shape information only, since the signal rate was adjusted by pro-
filing κ′t. The angle α was measured to be 0.02π, or 4◦, and the observed
1σ interval was [−0.31π, 0.31π], or [−56◦, 56◦], in agreement with the
CP-even SM prediction. A pure CP-odd scenario was excluded with a
significance of 1.17σ. The measured κ′t was 0.69+0.28

−0.48, corresponding to
a signal strength of 0.48+0.46

−0.43, compatible with the one measured in the
cross-section analysis. Due to the observed low signal rate, driven by the
single-lepton channel, a strong exclusion of any value of α was not pos-
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sible. In the (κt,κ̃t) plane, the SM point (1, 0) lies within the 1σ region,
while there are other scenarios with κ′t = 1 excluded with significances
above 2σ, such as the inverted coupling scenario at (−1, 0) and the CP-
odd scenario at (0, 1). The CP-odd scenario in which tt̄H has the same
inclusive cross-section as in the SM is excluded with significance above
3σ.

The choice of observables used in the CP analysis was largely influ-
enced by the phenomenological studies carried out in Refs. [3, 9]. The
conclusion that the observable b2 saw significantly enhanced discrimin-
ation power when evaluated in the tt̄H rest frame was particularly im-
portant, as this observable became the best CP discriminant in the single-
lepton resolved channel. Variables used in the CP BDT of the dilepton
channel included b4 and products of sines and co-sines of angles meas-
ured in different rest frames. In the analysis, the labelling of top quarks in
the calculation of the angles was changed with respect to the initial pro-
posal, drawing motivation from the difference in diagram contributions
to the different signal scenarios, which resulted in enhanced separation
power. The Higgs boson candidate pT was also used in the analysis as a
discriminant, through the separation into boosted and resolved regions,
and showed significant pre-fit mismodelling. However, all the other dis-
criminants are reasonably modelled before the fit. Generically, the latter
can be expressed as ratios of components of momenta, where systematic
shifts in energy cancel out. This feature and the use of boosted refer-
ence frames make these observables particularly robust with respect to
the modelling of additional radiation by the MC generators, which is not
the case for the Higgs boson pT.

In future installments of the CP analysis, one possible improvement
would be to replace the two sequential binary classifications – signal
against backgrounds and CP-even against CP-odd – by a multi-class dis-
criminator. The output scores of such a discriminator could be used to
more efficiently define bins enriched in each of the processes, exploiting
correlations better than the currently used rectangular edges (see Fig-
ures 9.7 and 9.8). No CP-odd observables were explored in this analysis.
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That would be an interesting addition in the future, since it could probe
CP violation in tt̄H production, resolve the degeneracy in the sign of α

and enhance sensitivity to small values of κ̃t.

From both analyses, it became evident that it is worth reconstruct-
ing the top quarks and the Higgs boson in tt̄H events, even if there is
some reconstruction inefficiency and a high rate of combinatorial mis-
takes. For discrimination of signal against backgrounds, as well as for
discrimination between the CP scenarios, observables built from recon-
structed particles provide information otherwise inaccessible.

The reach of both analyses is limited by the current ability to model
tt̄ +≥1b production. At the pre-fit level, the disagreement is large in the
normalisation, in the shape of the pbb̄

T distribution and in the jet multi-
plicity. The observed tt̄ +≥1b normalisation factor of 1.26, as well as the
pull in tt̄+≥1b ISR support the use of a lower renormalisation scale in fu-
ture event generations of this process. The uncertainties used to account
for choices of NLO matching and PS and hadronisation model are expec-
ted to be conservative, but are not satisfactory, as they relied on samples
where the ME and flavour scheme were different from the nominal ones.

When systematic uncertainties dominate, there is limited room for
improvement from just repeating analyses with a larger dataset. For that
reason, important gains in future versions of the discussed analyses de-
pend on qualitative improvements to the analysis strategies. Boosted re-
gions are a corner of phase-space not yet so dominated by systematic
uncertainties and have high signal purity. The inclusion of a boosted
dilepton selection would be beneficial for these analyses, with the added
benefit of enhanced spin correlations that could contribute to the sensit-
ivity of the CP analysis.

The use of alternative samples of tt̄ + bb̄ generated in the 4FS to es-
timate uncertainties on the tt̄ +≥1b background is another expected im-
provement. On first principles only, tt̄ + bb̄ 4FS samples should give a
more accurate description of data. However, this is not necessarily the
case in the full tt̄ +≥1b phase-space, as the tuning of PDFs and PS in the
tt̄ 5FS provide enough flexibility to match that sample to data. The use of
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tt̄ samples where tt̄ 5FS and tt̄ + bb̄ 4FS predictions are merged according
to the regions of phase-space where each of them gives a more accurate
prediction would make it unnecessary to keep the comparison between
the two as a systematic uncertainty. Although these changes would res-
ult in smaller modelling uncertainties, a more precise prediction is not
necessarily a more accurate one. For example, the mismodelling of the
pbb̄

T distribution was not initially covered by any of the modelling uncer-
tainties, including the conservative ones, and it had to be accounted for
by an additional, purely empirical, uncertainty. If the accuracy of tt̄ + bb̄
MC generators does not improve substantially, there are two possible ap-
proaches to improve the nominal tt̄ +≥1b prediction. One would be to
use reweighting, for example of the truth-level pbb̄

T distribution, to match
the highest-order theoretical prediction available. The other would be
to rely on data-driven methods, in which the MC distributions would be
corrected to match the data in a control region, and the corrections would
be extrapolated to the signal regions. In this approach, only the ratio from
control regions to signal regions is taken from the MC, in principle res-
ulting in reduced impact of modelling uncertainties. On the other hand,
the validity of extrapolating from one region to the other should be en-
sured by a low correlation between the variables used to define regions
and those used for the distributions.

In both analyses, machine learning methods (in particular BDTs) are
employed for classification tasks. In the training of these classifiers, op-
timisation is only made for the separation between nominal hypotheses,
with no regard to whether the alternative background predictions used
for estimating uncertainties are classified in a similar way as the nominal.
In a measurement limited by statistics this may be good enough, but in
measurements limited by systematic uncertainties, it could be more ad-
vantageous to ensure that the classifiers have similar responses for all the
alternative background predictions, even at the cost of some separation
power. This could be achieved during the training by penalising the clas-
sifier for its ability to discriminate among the background models used.
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For the profile-likelihood fit, binned likelihoods were used in both
analyses, which in principle are always surpassed by unbinned ones in
terms of sensitivity. Binned likelihoods may be regarded as unbinned
likelihoods in which the most basic probability density estimators – his-
tograms – are used. The use of histograms and the associated choice of
binning may be motivated by the low statistics of MC samples. How-
ever, binning truncates the separation provided by the highly optimised
methods for classifying events. Exploring continuous probability density
estimators, with a degree of sophistication matching that of the classifiers
would be an interesting route for any analysis currently depending on
histograms.

The best direct measurement of the CP properties of the top-Higgs
coupling would come from the combination of dedicated analyses in as
many tt̄H and tH final states as possible. Currently, only the tt̄H final
states where the Higgs decays to bb̄, γγ and 4` have been explored for
this effect. Among the multilepton final states, the next best candidate
would be the category with two hadronic τ leptons. This is purely pop-
ulated with H → ττ events, making it compatible with reconstruction of
the Higgs boson and possibly of the top quarks. Other multilepton final
states would be much more challenging, since each final state gets large
contributions from different Higgs and top quark decays, with up to four
W bosons decaying leptonically in the event, making neutrino reconstruc-
tion unfeasible. The CP structure of Yukawa couplings other than that of
the top quark should be investigated. In particular, results for all fermi-
ons of the third generation would constrain multi-Higgs models where
the various scalar fields couple differently to up-type quarks, down-type
quarks, and leptons.

In the medium-term future, data collected during the whole HL-LHC
programme will allow the Yukawa couplings of fermions of the third gen-
eration and of muons to be measured at the 2%-4% level [160]. Even then,
coupling properties will not necessarily be available for all of them: in the
Higgs boson decays to b quarks or muons, used as precise probes of the
magnitude of the respective couplings, the spin information of the final
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state is not available, and an approach similar to that used with τ leptons
is not possible. In the long-term future, the top quark Yukawa coupling
will be measured with nearly 1% precision at the Future Circular Collider
(FCC), which is the preferred option put forward in the latest Update of
the European Strategy for Particle Physics [161] for the next large collider
at CERN. This represents an improvement of one order of magnitude with
respect to the current measurements, which is the most modest among all
Yukawa couplings. Such an improvement in precision, although remark-
able and desirable, is not certainly one of the strongest motivations for the
FCC programme. This is evident in face of a naive comparison to the LHC
programme, which during its first decade of operation accomplished the
discovery of the Higgs boson, the direct observation of Yukawa coup-
lings and the measurement of those couplings with 10% precision. As a
consequence of this expected slow rate of improvement in the top-Higgs
coupling precision, tt̄H production measurements from the Run 2 of the
LHC will remain relevant for several years.
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In this appendix, technical details about sample generation are
provided.

In all samples with top quarks, the top quark mass is set to 172.5 GeV.
The mass of the b quarks from the top quark decays and from the tt̄ + bb̄
ME is set to 4.95 GeV. In samples with Higgs bosons, the Higgs boson
mass is set to 125.0 GeV and, for the Higgs boson decay into bb̄, the b
quark mass is set to 4.80 GeV or 4.50 GeV, for samples using Pythia8 or
Herwig7, respectively. For all samples generated at NLO in QCD using
MadGraph5_aMC@NLO for the ME, the shower starting scale has the
functional form HT/2, where HT is defined as the scalar sum of the pT of
all outgoing partons. Table A.1 shows a list of processes generated with
PowhegBox and MadGraph5_aMC@NLO, with the corresponding PDF
sets used [162], functional forms of the renormalisation and factorisation
scales and the hdamp parameter (for Powheg only)1.

In all MC samples for which the PS, hadronisation, and multi-parton
interactions are done either with Pythia8 or Herwig7, the decays of b
and c hadrons are simulated using the EvtGen v1.6.0 program [163].
For Pythia8, the A14 [164] set of parameters is always used, with the
NNPDF2.3lo PDF set, except for the modelling of pile-up interactions. For
Herwig7, the H7UE set of tuned parameters [127] is always used, with
the MMHT2014 LO PDF set [165]. All Sherpa samples use the Sherpa parton
shower [166], based on Catani-Seymour dipoles, and the cluster hadron-
isation model [167]. The PS is employed with a set of tuned parameters
developed by the Sherpa authors, based on the NNPDF3.0nnlo PDF set.

1The hdamp parameter controls the pT of the first additional emission beyond the
leading-order Feynman diagram in the PS and therefore regulates the high-pT emission
against which the ME final-state system recoils.
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Table A.1: PDF sets [162], nominal renormalisation and factorisation scales, and hdamp
parameter (when applicable) used in the sample generation. The transverse mass of a

particle is defined as mT =
√

m2 + p2
T . Sums with unspecified subscript i run over all

the particles in the ME final state.

Process PDF set Renormalisation scale Factorisation scale hdamp

tt̄H MadGraph5_aMC@NLO NNPDF3.0nlo
3
√mT,tmT,t̄mT,H

-
tt̄H PowhegBox NNPDF3.0nlo 3/4(mt + mt̄ + mH)

tHjb NNPDF3.0nlonf4
1/2 ∑i mT,i

-
tWH NNPDF3.0nlo -

tt̄ + bb̄ NNPDF3.0nlonf4 4
√mT,tmT,t̄mT,bmT,b̄

1
2 Σi=t,t̄,b,b̄,jmT,i

1
2 ΣimT,i

tt̄ NNPDF3.0nlo mT,t (in tt̄ rest frame) 3/4(mt + mt̄)

t-channel single top NNPDF3.0nlonf4 mT,b -
s-channel single top NNPDF3.0nlo

mt

-
tW PowhegBox NNPDF3.0nlo -

tW MadGraph5_aMC@NLO CT10nlo -
tt̄V MadGraph5_aMC@NLO NNPDF3.0nlo 1/2 ∑i mT,i -

tt̄tt̄ NNPDF3.1nlo 1/4 ∑i mT,i -
tZq CTEQ6L1 [168] 4mT,b (b from gluon splitting) -

tWZ NNPDF3.0nlo mt -
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This appendix lists all the input variables used in the multivariate
methods common to the cross-section and CP analyses.

B.1 Reconstruction BDTs

Tables B.1 and B.2 give the list of input variables to the Reconstruction
BDTs in the dilepton and single-lepton resolved channels, respectively.

Table B.1: List of input variables to the Reconstruction BDTs in the dilepton channel.
The variables listed in the first section use topological information from the tt̄ system
and the ones in the second section use information from the Higgs boson candidate.

The top and anti-top candidates are built from one lepton and one b jet.

BDT w/ BDT w/o
Variable Higgs info. Higgs info.
Mass of top X X
Mass of anti-top X X
Mass difference between top and anti-top X X
∆R(`, b) from top X X
∆R(`, b) from anti-top X X
|∆R(`, b) from top - ∆R(`, b) from anti-top| – X
∆R(b from top, b from anti-top) X –
∆φ(b from top, b from anti-top) – X
pT b from top – X
pT b from anti-top – X
Min. ∆η(`, b from top or anti-top) – X
Max. ∆R(Higgs, b from top or anti-top) X –
Mass of Higgs X –
∆R(Higgs,tt̄) X –
∆R(b1 from Higgs, b2 from Higgs) X –

B.2 Classification BDTs

B.2.1 Resolved channels

Tables B.3 and B.4 give the list of input variables to the Classification
BDTs in the dilepton and single-lepton resolved channels, respectively.
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Table B.2: List of input variables to the Reconstruction BDTs in the single-lepton
resolved channel. The variables listed in the first section use topological information

from the tt̄ system and the ones in the second section use information from the Higgs
boson candidate. The subscript had (lep) indicates the hadronically (leptonically)

decaying W boson or the corresponding top quark candidate. The symbol bi refers to
b-tagged jets from the Higgs decay, sorted by pT . The symbol qi refers to jets from the

hadronic W decay, also sorted by pT .

BDT w/ BDT w/o
Variable Higgs info. Higgs info.
Mass of toplep X X
Mass of tophad X X
Mass of Whad X X
Mass of Whad and b from toplep X X
Mass of Wlep and b from tophad X X
∆R(Whad, b from tophad) X X
∆R(Whad, b from toplep) X X
∆R(`, b from toplep) X X
∆R(`, b from tophad) X X
∆R(b from toplep, b from tophad) X X
∆R(q1 from Whad, q2 from Whad) X X
∆R(b from thad, q1 from Whad) X X
∆R(b from thad, q2 from Whad) X X
Min. ∆R(b from tophad, qi from Whad) X X
∆R(lep, b from toplep) − min. ∆R(b from tophad, qi from Whad) X X
Mass of Higgs X –
Mass of Higgs and q1 from Whad X –
∆R(b1 from Higgs, b2 from Higgs) X –
∆R(b1 from Higgs, lepton) X –
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Table B.3: Variables used in the Classification BDTs in the dilepton channel. The first
section lists kinematic variables not using tt̄H reconstruction, while the second section
lists variables using the output of the Reconstruction BDT. For variables depending on

b-tagged jets, only jets b-tagged using the 70% WP are considered. Unless otherwise
specified in the list, the Reconstruction BDT without Higgs boson information is used.

Variable Definition

mmin
bb Minimum invariant mass of a b-tagged jet pair

mmin ∆R
bb

Invariant mass of the b-tagged jet pair with min-
imum ∆R

mmax pT
jj Invariant mass of the jet pair with maximum pT

mmax pT
bb

Invariant mass of the b-tagged jet pair with max-
imum pT

∆η
avg
bb Average ∆η for all b-tagged jet pairs

NHiggs 30
bb

Number of b-tagged jet pairs with invariant
mass within 30 GeV of the Higgs boson mass

BDT output
Output of the Reconstruction BDT for the com-
bination selected by the Reconstruction BDT, us-
ing both versions of the Reconstruction BDT

mHiggs
bb Higgs candidate mass

∆RH,tt̄

∆R between Higgs candidate and tt̄ candidate
system, using the Reconstruction BDT w/ Higgs
info.

∆Rmin
H,`

Minimum ∆R between Higgs candidate and
lepton

∆Rmin
H,b

Minimum ∆R between Higgs candidate and b-
jet from top
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Table B.4: Input variables to the Classification BDTs in the single-lepton resolved
channel. The first section lists kinematic variables not using tt̄H reconstruction, the
second section lists variables using the output of the Reconstruction BDT, while the

third section lists variables related to b-tagging information. For variables depending
on b-tagged jets, jets are sorted by their PC b-tagging score, and by their pT when they

have the same score. Unless otherwise specified in the list, the Reconstruction BDT
without Higgs boson information is used.

Variable Definition

∆Ravg
bb Average ∆R for all b-tagged jet pairs

∆Rmax pT
bb

∆R between the two b-tagged jets with the largest vector
sum pT

∆ηmax
jj Maximum ∆η between any two jets

mmin ∆R
bb

Mass of the combination of two b-tagged jets with the
smallest ∆R

NHiggs 30
bb

Number of b-tagged jet pairs with invariant mass within
30 GeV of the Higgs-boson mass

Aplanarity
1.5λ2, where λ2 is the second eigenvalue of the mo-
mentum tensor [169] built with all jets

H1
Second Fox–Wolfram moment computed using all jets
and the lepton

BDT output Output of the Reconstruction BDT w/ Higgs info.

mHiggs
bb Higgs candidate mass

mH,blep top
Mass of Higgs candidate and b-jet from leptonic top can-
didate

∆RHiggs
bb ∆R between b-jets from the Higgs candidate

∆RH,tt̄
∆R between Higgs candidate and tt̄ candidate system,
using the Reconstruction BDT w/ Higgs info.

∆RH,lep top ∆R between Higgs candidate and leptonic top candidate

wHiggs
b-tag

Sum of PC b-tagging discriminants of jets from best
Higgs candidate from the Reconstruction BDT

B3
jet 3rd largest jet PC b-tagging discriminant

B4
jet 4th largest jet PC b-tagging discriminant

B5
jet 5th largest jet PC b-tagging discriminant

LHD Likelihood discriminant
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Likelihood discriminant

Table B.5 shows the input variables used for the definition of the signal
and background pdfs used in the LHD method. The angle θ∗p,q, designed
to be sensitive to the spin of decaying resonances, is defined as the angle
between the direction of particle p, in the rest frame of q and the direction
of q in the lab rest frame.

Table B.5: Variables used in the calculation of the signal and background pdfs used in
the LHD. The symbols th and tl represent the hadronically and leptonically decaying
top quark candidates, respectively. The symbols b1 and b2 represent the jets from the
Higgs boson candidate in the signal hypothesis and the additional jets produced in

association with tt̄ in the tt̄ +≥1b hypothesis. The symbols bh and bl represent the b
jets from the decay of the top quarks and q1 represents the jet with the largest pT from

the W boson decay.

Variable
MH(b1, b2)

Mtl (l, ν, bl)

Mth(bh, q1)

[Mthtl −Mth −Mtl ](l, ν, bl , bh, q1)

[Mthtlb1b2 −Mtl th −MH ](l, ν, bl , bh, q1, b1, b2)

cos θ∗b,H(b1, b2)

cos θ∗b1b2,thtlb1b2
(l, ν, bl , bh, q1, b1, b2)
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B.2.2 Boosted channel

Table B.6 gives the list of input variables to the Classification BDT
in the single-lepton boosted channel. In particular, η

lep
Higgs is defined as

the pseudorapidity of the Higgs candidate multiplied by the sign of the
lepton pseudorapidity. This is the same for η

lep
hadTop variable. These vari-

ables are constructed this way to account for the symmetry with respect
to the transverse plane at z = 0.

Table B.6: Input variables to the Classification BDT in the boosted single-lepton region.
For variables depending on b-tagged jets, jets are sorted by their PC b-tagging score,
and by their pT when they have the same b-tagging score. Moreover, the i index goes

from zero to two.

Variable Description
mHiggs Higgs candidate mass
pT

Higgs Higgs candidate transverse momentum
η

lep
Higgs η of the Higgs candidate relative to the lepton

P(H)Higgs DNN Higgs probability for the Higgs candidate
mhadTop Hadronic top candidate mass
pT

hadTop Hadronic top candidate transverse momentum
η

lep
hadTop η of the hadronic top candidate relative to the lepton

PCBjeti
hadTop PC b-tagging score of the ith jet associated to the hadronic top

mlepTop Leptonic top candidate mass
pT

lepTop Leptonic top candidate transverse momentum
PCBjet

lepTop PC b-tagging score of the jet associated to the leptonic top

njets Small-R jets multiplicity
∆R(Higgs, hadTop) ∆R between the Higgs and the hadronic top candidates
∆R(Higgs, lepTop) ∆R between the Higgs and the leptonic top candidates
∆R(hadTop, lepTop) ∆R between the hadronic top and the leptonic top candidates
pT

tt̄H Transverse momentum of the tt̄H system
pT

tt̄ Transverse momentum of the tt̄ system
PCBsum PC b-tagging score sum of the jets associated to tt̄H
PCBadd jet PC b-tagging score of the additional jet in the event
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In the main text, the results on expected and observed nuisance para-
meters were restricted to those related to tt̄ modelling or otherwise show-
ing significant pulls or constraints. This appendix shows expected and
observed results for the full set of nuisance parameters. Figures C.1 and
C.2 show the expected and observed results, respectively, for the cross-
section analysis. Figures C.3 and C.4 show the expected results for the
CP analysis, in the CP-even and CP-odd scenarios, respectively. The
observed results for that analysis are given in C.5.
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Figure C.1: Expected pulls and constraints on the full set of nuisance parameters in the
cross-section analysis.



254 Appendix C. Results on the full set of nuisance parameters

2− 1− 0 1 2
θ∆)/

0
θ-θ(

other)→BR(H 
bb)→BR(H 

Electron energy resolution
Electron energy scale
Electron ID eff.
bTag b-jets EV 0
bTag b-jets EV 1
bTag b-jets EV 12
bTag b-jets EV 14
bTag b-jets EV 15
bTag b-jets EV 16
bTag b-jets EV 17
bTag b-jets EV 18
bTag b-jets EV 19
bTag b-jets EV 2
bTag b-jets EV 21
bTag b-jets EV 22
bTag b-jets EV 23
bTag b-jets EV 24
bTag b-jets EV 25
bTag b-jets EV 3

bTag b-jets EV 31
bTag b-jets EV 36
bTag b-jets EV 37
bTag b-jets EV 38
bTag b-jets EV 39
bTag b-jets EV 4
bTag b-jets EV 40
bTag b-jets EV 41
bTag b-jets EV 42
bTag b-jets EV 44
bTag b-jets EV 5
bTag b-jets EV 6
bTag b-jets EV 7
bTag b-jets EV 9
bTag c-jets EV 0
bTag c-jets EV 1
bTag c-jets EV 10
bTag c-jets EV 11
bTag c-jets EV 13
bTag c-jets EV 14
bTag c-jets EV 2
bTag c-jets EV 3
bTag c-jets EV 4
bTag c-jets EV 5
bTag c-jets EV 6
bTag c-jets EV 7
bTag c-jets EV 8
bTag c-jets EV 9
bTag light-jets EV 0
bTag light-jets EV 1
bTag light-jets EV 10
bTag light-jets EV 11
bTag light-jets EV 12
bTag light-jets EV 2
bTag light-jets EV 3
bTag light-jets EV 4
bTag light-jets EV 5
bTag light-jets EV 6
bTag light-jets EV 7
bTag light-jets EV 8
bTag light-jets EV 9
JER DataVsMC
JER DataVsMC AFII
JER effective NP 1
JER effective NP 2
JER effective NP 3
JER effective NP 4
JER effective NP 5
JER effective NP 6
JER effective NP 7 restTerm
JES BJES
JES effective NP detector 1
JES effective NP detector 2
JES effective NP mixed 1
JES effective NP mixed 2
JES effective NP mixed 3
JES effective NP modelling 1
JES effective NP modelling 2
JES effective NP modelling 3
JES effective NP modelling 4
JES effective NP stat. 1
JES effective NP stat. 2
JES effective NP stat. 3
JES effective NP stat. 4
JES effective NP stat. 5
JES effective NP stat. 6

intercalibration modellingηJES 
intercalibration total statηJES 

JES flavour composition
JES flavour response

µJES pileup offset 
JES pileup offset NPV
JES pileup pT term

topologyρJES pileup 
JES punchthrough
JES relative non-closure AFII
Jet vertex tagger efficiency
MET soft reso (para.)
MET soft reso (perp.)
MET soft scale
Muon energy resolution (ID)
Muon energy resolution (MS)
Muon sagitta residual bias
Muon energy scale
Muon ID eff. (syst)
pileup modelling
Luminosity
XS Diboson
Fakes norm. (2l)
XS W+jets
W+jets norm. (Single Lepton, 2 HF-jets)

3 HF-jets)≥W+jets norm. (Single Lepton, 
XS single top (tWZ)
Wt diagram subtraction
Wt generator
Wt PS & had.
XS Z+jets (Single Lepton)
Z+jets norm. (2l, 3j)

4j)≥Z+jets norm. (2l, 
s-chan generator
s-chan PS & had.
XS single top (Wt)
XS single top (s-chan)
XS single top (t-chan)
XS single top (tZ) PDF
XS single top (tZ) QCD
t-chan generator
t-chan PS & had.
ttH FSR
ttH NLO Match.
ttH PS & had.
ttH ISR
XS ttH PDF
XS ttH QCD dy

ttH STXS theory unc. 120∆
ttH STXS theory unc. 200∆
ttH STXS theory unc. 300∆
ttH STXS theory unc. 450∆

ttH STXS theory unc. 60∆
tt+W Generator
XS ttW PDF
XS ttW QCD
tt+Z Generator
XS ttZ PDF
XS ttZ QCD
XS tt (inclusive)

1b FSR≥tt+
1b Fraction≥tt+
1b NLO match. SRbin1 dilep≥tt+
1b NLO match. SRbin1 ljets≥tt+
1b NLO match. SRbin2 dilep≥tt+
1b NLO match. SRbin2 ljets≥tt+
1b NLO match. SRbin3 dilep≥tt+
1b NLO match. SRbin3 ljets≥tt+
1b NLO match. SRbin4 ljets≥tt+
1b NLO match. SRbin5 ljets≥tt+

1b 4FS NLO Gen. CR dilepton≥+ tt
1b NLO match. CR ljets≥tt+

)∞[300,∈
H

T
1b 4FS NLO Gen. dilep p≥+ tt

1b PS & had. dilep≥tt+
1b PS & had. ljets≥tt+
1b ISR≥tt+

ttb pTbb shape ljets
1c FSR≥tt+
1c NLO match.≥tt+
1c PS & had.≥tt+
1c ISR≥tt+
1c norm unc≥tt+

tt+light FSR
tt+light NLO match.
tt+light PS & had.
tt+light ISR
XS 4-tops

(a)

2− 1− 0 1 2
θ∆)/

0
θ-θ(

other)→BR(H 
bb)→BR(H 

Electron energy resolution
Electron energy scale
Electron ID eff.
bTag b-jets EV 0
bTag b-jets EV 1
bTag b-jets EV 12
bTag b-jets EV 14
bTag b-jets EV 15
bTag b-jets EV 16
bTag b-jets EV 17
bTag b-jets EV 18
bTag b-jets EV 19
bTag b-jets EV 2
bTag b-jets EV 21
bTag b-jets EV 22
bTag b-jets EV 23
bTag b-jets EV 24
bTag b-jets EV 25
bTag b-jets EV 3

bTag b-jets EV 31
bTag b-jets EV 36
bTag b-jets EV 37
bTag b-jets EV 38
bTag b-jets EV 39
bTag b-jets EV 4
bTag b-jets EV 40
bTag b-jets EV 41
bTag b-jets EV 42
bTag b-jets EV 44
bTag b-jets EV 5
bTag b-jets EV 6
bTag b-jets EV 7
bTag b-jets EV 9
bTag c-jets EV 0
bTag c-jets EV 1
bTag c-jets EV 10
bTag c-jets EV 11
bTag c-jets EV 13
bTag c-jets EV 14
bTag c-jets EV 2
bTag c-jets EV 3
bTag c-jets EV 4
bTag c-jets EV 5
bTag c-jets EV 6
bTag c-jets EV 7
bTag c-jets EV 8
bTag c-jets EV 9
bTag light-jets EV 0
bTag light-jets EV 1
bTag light-jets EV 10
bTag light-jets EV 11
bTag light-jets EV 12
bTag light-jets EV 2
bTag light-jets EV 3
bTag light-jets EV 4
bTag light-jets EV 5
bTag light-jets EV 6
bTag light-jets EV 7
bTag light-jets EV 8
bTag light-jets EV 9
JER DataVsMC
JER DataVsMC AFII
JER effective NP 1
JER effective NP 2
JER effective NP 3
JER effective NP 4
JER effective NP 5
JER effective NP 6
JER effective NP 7 restTerm
JES BJES
JES effective NP detector 1
JES effective NP detector 2
JES effective NP mixed 1
JES effective NP mixed 2
JES effective NP mixed 3
JES effective NP modelling 1
JES effective NP modelling 2
JES effective NP modelling 3
JES effective NP modelling 4
JES effective NP stat. 1
JES effective NP stat. 2
JES effective NP stat. 3
JES effective NP stat. 4
JES effective NP stat. 5
JES effective NP stat. 6

intercalibration modellingηJES 
intercalibration total statηJES 

JES flavour composition
JES flavour response

µJES pileup offset 
JES pileup offset NPV
JES pileup pT term

topologyρJES pileup 
JES punchthrough
JES relative non-closure AFII
Jet vertex tagger efficiency
MET soft reso (para.)
MET soft reso (perp.)
MET soft scale
Muon energy resolution (ID)
Muon energy resolution (MS)
Muon sagitta residual bias
Muon energy scale
Muon ID eff. (syst)
pileup modelling
Luminosity
XS Diboson
Fakes norm. (2l)
XS W+jets
W+jets norm. (Single Lepton, 2 HF-jets)

3 HF-jets)≥W+jets norm. (Single Lepton, 
XS single top (tWZ)
Wt diagram subtraction
Wt generator
Wt PS & had.
XS Z+jets (Single Lepton)
Z+jets norm. (2l, 3j)

4j)≥Z+jets norm. (2l, 
s-chan generator
s-chan PS & had.
XS single top (Wt)
XS single top (s-chan)
XS single top (t-chan)
XS single top (tZ) PDF
XS single top (tZ) QCD
t-chan generator
t-chan PS & had.
ttH FSR
ttH NLO Match.
ttH PS & had.
ttH ISR
XS ttH PDF
XS ttH QCD dy

ttH STXS theory unc. 120∆
ttH STXS theory unc. 200∆
ttH STXS theory unc. 300∆
ttH STXS theory unc. 450∆

ttH STXS theory unc. 60∆
tt+W Generator
XS ttW PDF
XS ttW QCD
tt+Z Generator
XS ttZ PDF
XS ttZ QCD
XS tt (inclusive)

1b FSR≥tt+
1b Fraction≥tt+
1b NLO match. SRbin1 dilep≥tt+
1b NLO match. SRbin1 ljets≥tt+
1b NLO match. SRbin2 dilep≥tt+
1b NLO match. SRbin2 ljets≥tt+
1b NLO match. SRbin3 dilep≥tt+
1b NLO match. SRbin3 ljets≥tt+
1b NLO match. SRbin4 ljets≥tt+
1b NLO match. SRbin5 ljets≥tt+

1b 4FS NLO Gen. CR dilepton≥+ tt
1b NLO match. CR ljets≥tt+

)∞[300,∈
H

T
1b 4FS NLO Gen. dilep p≥+ tt

1b PS & had. dilep≥tt+
1b PS & had. ljets≥tt+
1b ISR≥tt+

ttb pTbb shape ljets
1c FSR≥tt+
1c NLO match.≥tt+
1c PS & had.≥tt+
1c ISR≥tt+
1c norm unc≥tt+

tt+light FSR
tt+light NLO match.
tt+light PS & had.
tt+light ISR
XS 4-tops

(b)

Figure C.2: Observed pulls and constraints on the full set of nuisance parameters in the
cross-section analysis.
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Figure C.3: Expected pulls and constraints on the full set of nuisance parameters in the
CP analysis, from the fit to the CP-even Asimov dataset.
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Figure C.4: Expected pulls and constraints on the full set of nuisance parameters in the
CP analysis, from the fit to the CP-odd Asimov dataset.
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Figure C.5: Observed pulls and constraints on the full set of nuisance parameters in the
CP analysis.
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